Models of Single-Molecule Experiments with Periodic Perturbations Reveal Hidden Dynamics in RNA Folding
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Traditionally, microscopic fluctuations of molecules have been probed by measuring responses of an ensemble to perturbations. Now, single-molecule experiments are capable of following fluctuations without introducing perturbations. However, dynamics not readily sampled at equilibrium should be accessible to nonequilibrium single-molecule measurements. In a recent study [Qu, X. et al. Proc. Natl. Acad. Sci. U.S.A. 2008, 105, 6602–6607], the efficiency of fluorescence resonance energy transfer (FRET) between probes on the L18 terminus of the 260 nucleotide RNase P RNA from Bacillus stearothermophilus was found to exhibit complex kinetics that depended on the (periodically alternating) concentration of magnesium ions ([Mg2+] in solution. Specifically, this time series was found to exhibit a quasi-periodic response to a square-wave pattern of [Mg2+] changes. Because these experiments directly probe only one of the many degrees of freedom in the macromolecule, models are needed to interpret these data. We find that Hidden Markov Models are inadequate for describing the nonequilibrium dynamics, but they serve as starting points for the construction of models in which a discrete observable degree of freedom is coupled to a continuously evolving (hidden) variable. Consideration of several models of this general form indicates that the quasi-periodic response in the nonequilibrium experiments results from the switching (back and forth) in positions of the minima of the effective potential for the hidden variable. This switching drives oscillation of that variable and synchronizes the population to the changing [Mg2+] We set the models in the context of earlier theoretical and experimental studies and conclude that single-molecule experiments with periodic perturbations can indeed yield qualitatively new information beyond that obtained at equilibrium.

1. Introduction

Measurements of properties of individual molecules as time series (or “trajectories”) are now enabling researchers to obtain information about the dynamics of conformational changes, binding events, and chemical reactions in a wide range of systems. Single-molecule trajectories have long been experimentally accessible in the case of the conductance of ion channels, but similarly direct means of probing structural features have become available only in the past decade or so due to advances in optical detection. In particular, intramolecular distances can now be probed by attaching dye molecules to sites of interest and measuring the efficiency of fluorescence resonance energy transfer (FRET). This approach has been applied to monitor folding of biopolymers (proteins and nucleic acids), enzyme–substrate complex formation, and the operation of molecular motors.

A persistent issue in such studies is that they explicitly follow the dynamics of one, or at most a few, of the many degrees of freedom of a macromolecular system. In other words, the measurement is a projection of the full dynamics. A macromolecular system typically has dynamics that span a range of time and length scales. Because the FRET signal (coordinate) does not necessarily correspond to the slowest degrees of freedom (which may or may not coincide with those that best describe the reaction of interest), chemically identical molecules can appear to have a wide range of kinetics with differences persisting over long times.

How best to interpret data in such situations remains an open question. One approach is to use a generalized Langevin equation (GLE) for the observable degree of freedom. The dynamics of the remaining (hidden) degrees of freedom enter through a memory kernel and a random force that is correlated with itself over finite times (i.e., “colored noise”). An alternative means of generating complex kinetics is to postulate that the rates of the observable transitions depend on one or more fluctuating barriers that are assumed to be controlled by the hidden degrees of freedom. While this mechanism is reasonable, such approaches have found limited application to date since, to the best of our knowledge, no systematic procedure for determining the statistics of the fluctuating barriers from data exists. Single-molecule data can often be assigned reliably to discrete states, and Hidden Markov Models (HMMs) are quite popular owing to their ease of use in fitting such data. In HMMs, one describes the kinetics with a set of discrete states connected by transitions with fixed exponential waiting-time distributions. The number of states can be larger than those observed to account for the hidden degrees of freedom and, in turn, the (complex) observed kinetics.
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Recently, Scherer and co-workers observed complex kinetics in single-molecule FRET studies of a large RNA molecule, the 260 nucleotide (nt) catalytic domain of the RNase P RNA from *Bacillus stearothermophilus* (termed C*thermo*).23,34 These studies examined the kinetics of interconversion within the collapsed state as a function of the concentration of magnesium ions in the solution (abbreviated as [Mg$^{2+}$]). RNA molecules equilibrated in a particular constant [Mg$^{2+}$] condition fluctuate between two FRET states at low concentrations (0.01 and 0.1 mM) and several states at high concentrations ($\geq$ 1 mM).23 The distributions of dwell times were fit well by biexponential functions at [Mg$^{2+}$] $\geq$ 0.1 mM, suggesting that there are two channels for conformational change that differ with respect to the condition (or state of occupancy) of the hidden degree(s) of freedom.

In contrast to most single-molecule studies, Scherer and co-workers34 also examined the dynamics in response to a driving force, a periodic change in [Mg$^{2+}$]. In these periodic perturbation experiments, [Mg$^{2+}$] was varied in a square wave pattern with the concentration alternating between two levels, each persisting for a fixed time interval. Although the two FRET values (which we refer to as “states”) visited were the same as those in the corresponding equilibrium cases at [Mg$^{2+}$] = 0.01 and 0.1 mM, the dynamics were strikingly different. Molecules in different FRET states (i.e., low and high) at the time of the [Mg$^{2+}$] square-wave perturbation over time scales comparable to the remaining degrees of freedom evolve according to a Langevin variable that influences these rates and accounts for the nonequilibrium behavior. The relations to other approaches for contrast to purely discrete Markovian kinetic schemes, the nonequilibrium experiments, at least to some extent, sample different regions of conformational space than do the equilibrium experiments. The availability of these data, with the contrast between the equilibrium and nonequilibrium behaviors, provides a unique opportunity to explore models for interpreting single-molecule data.

In this paper, we develop a hybrid continuous–discrete model to account for the dynamics of this RNA system in the two-state regime at low [Mg$^{2+}$]. In so doing, we show that the nonequilibrium measurements provide information beyond what is accessible at equilibrium. The observable degree of freedom is modeled as discrete with the two states connected by transitions with exponentially distributed waiting times. A variable that influences these rates and accounts for the remaining degrees of freedom evolves according to a Langevin dynamics in simple double-well potentials that depend on [Mg$^{2+}$]. The model captures the equilibrium behavior and, in contrast to purely discrete Markovian kinetic schemes, the nonequilibrium behavior. The relations to other approaches for interpreting single-molecule data are discussed.

### 2. Methods Section

#### 2.1. Single-Molecule E$_{\text{FRET}}$ Measurements.

Single-molecule experiments were performed by immobilization of biotinylated C*thermo* RNA on a 1% biotin–streptavidin-functionalized PEG coverglass using a perfusion chamber gasket (SA50, Grace Bio-Laboratories), which allowed buffer exchange. Biotinylated PEG-functionalization and streptavidin binding were conducted according to published protocols.53 C*thermo* was immobilized by 2 min of incubation with 50 pM RNA solution pre-equilibrated in the imaging buffer (20 mM Tris (pH 8) + desired [Mg$^{2+}$]). Cy3 and Cy5 dye molecules were attached specifically to the 3′ terminus and the L18 loop by hybridization (Figure 1). Fluorescence trajectories of surface-immobilized RNA were collected at room temperature (18 °C) in the presence of the glucose oxidase/catalase oxygen-scavenger system.35 0.8 mg/mL glucose oxidase, 0.03 mg/mL catalase, 1% β-mercaptoethanol, 0.4% glucose, and the desired [Mg$^{2+}$]. Single-molecule E$_{\text{FRET}}$ time trajectories with a 50 ms frame integration time were collected with an objective-type total internal reflection fluorescence (TIRF) microscope with an electron multiplying (EM) CCD array detector (iXon DV887-BI, Andor).

#### 2.2. Hidden Markov Models.

In a Hidden Markov Model, the populations of different states evolve according to a discrete Master equation with fixed transition rates.30,31 Detailed balance places constraints on the transition rates in the absence of a driving force. Given the initial state and transition probabilities, the probability of an observed sequence of states within a given model is a product of the probability of the initial state and the successive transition probabilities.

The transition rates were determined by maximizing the likelihoods of the experimental FRET trajectories with a Monte Carlo (MC) procedure.33 To define the likelihoods, we grouped the states in the kinetic scheme into aggregatable observable states (n, open or closed) and partitioned the transition rate matrix into corresponding blocks. Denoting the time the system jumped from state $n_{k-1}$ to $n_i$ by $\tau_k$, the probability of observing a particular sequence of observable states over total time $\tau$ is

$$P(n_i; \{\tau_k\}; \tau) = \prod_i G_{\tau_i}(n_i; \{\tau_k\}; \tau)$$

The vector $\tilde{T}$ is the transpose of a vector with all components equal to 1 that serves to sum over all possible final
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In this section, we describe the methods used to simulate the nonequilibrium experiments, in which transition rates between discrete states are time-dependent. For the discrete degrees of freedom, we use a continuous-time Monte Carlo algorithm\(^{38}\) modified to account for time-dependent reaction rates. \(^{37}\) At each step of a simulation, a random number, \(u\), is drawn from a uniform distribution over the interval \((0,1)\), and the escape time \(\tau_s\) is calculated by solving the equation \(u = \exp[-\int_0^{\tau_s} \alpha_{\text{tot}}(t) \, dt]\), where \(\tau\) is the current time and \(\alpha_{\text{tot}}(t)\) is the sum of reaction propensities at time \(t\). Once the time of the reaction is determined, the specific reaction executed is chosen with weights proportional to its propensity at that time, as in the unmodified algorithm.\(^{38}\) In the experiments, the mixing time for \([\text{Mg}^{2+}]\) to switch between 0.01 and 0.1 mM is nearly 2 s over the entire field of view but negligible at any given position. The effect of the average mixing time is thus to introduce some uncertainty into the actual period of the perturbation applied to any particular molecule. Here, we treat the change in the rates as instantaneous, and we verified that our results are robust to small variations in the period (data not shown). We thus advance the time until either the next transition between substates (a “reaction”) occurs or a transition rate changes with \([\text{Mg}^{2+}]\); \(\Delta \tau = \min[-\ln u\alpha_{\text{tot}}(t), T_s - \tau]\), where \(T_s\) is the next time when a rate changes. To obtain correct statistics in the latter case, the time is further advanced by \(\Delta \tau' = -[\ln u + \ldots\)
3. Results

As discussed in the Methods Section, the experimental studies utilized the efficiency of energy transfer \((E_{\text{FRET}})\) between dye molecules on the L18 loop and 3' terminus (Figure 1) to monitor structural dynamics of the 260 nt catalytic domain of RNase P from \textit{B. subtilis}. The labeled regions are thought not to form tertiary interactions but to be sensitive to the structures of other parts of the ribozyme at all Mg\(^{2+}\) concentrations studied.\(^{30}\) Smith et al. proposed that conformational changes of specific structural units (P2, P4, P5 helices, and the L5.1-L15.1 and junction (J) tertiary interactions) are primarily responsible for the experimentally observed FRET dynamics.\(^{31}\) In this section, we review the observations from these equilibrium experiments,\(^{32}\) present new data obtained with a slightly modified protocol (see the Methods Section), and show that standard Hidden Markov Models (HMMs) can be used to fit these data. Subsequently, we present an analysis of the nonequilibrium data,\(^{33}\) which necessitates a more complex model that can account for non-Poissonian dynamics. In particular, we develop a hybrid continuous–discrete model that captures the slow relaxation dynamics presumed to underlie the molecular heterogeneity discussed in the Introduction.

3.1. Equilibrium Analysis. Single RNA molecules were equilibrated in buffers, each of which had a particular Mg\(^{2+}\). In the case defined as the low [Mg\(^{2+}\)] regime (i.e., \(\leq 0.1\) mM), the \(E_{\text{FRET}}\) fluctuated between two levels, \(E_{\text{FRET}} = 0.2\) and 0.8. We refer to these \(E_{\text{FRET}}\) values as "open" (i.e., extended) and "closed" (i.e., compact) states of the observed degree of freedom. In the high [Mg\(^{2+}\)] regime (\(\geq 0.4\) mM), \(E_{\text{FRET}}\) populated a third value (0.45). In this paper, we focus on the apparent two-state kinetics at [Mg\(^{2+}\)] \(= 0.01\) and 0.1 mM.

Inspection of individual trajectories shows that molecules behave in a persistent fashion; those that transition slowly continue to do so, while those that transition quickly continue to do so for essentially the full duration of trajectories (>10 min; Figure 2). Consistent with this observation, the dwell time distributions calculated from the \(E_{\text{FRET}}\) trajectories of individual molecules are fit well by single exponentials at both [Mg\(^{2+}\)] values, indicating simple (barrier crossing) kinetics for each molecule.\(^{34}\) The microscopic transition rates vary from molecule to molecule, with no correlation between the rates of open-to-closed and closed-to-open transitions.

When the data for 250 molecules are pooled, the resulting dwell time distribution is well described by a biexponential function (Figure 3), which indicates the existence of two (or more) reaction channels connecting the open and closed states. A straightforward way to model the data is to construct a discrete kinetic scheme that includes states that are degenerate with the slow relaxation and fast. The full space of the model onto \(E_{\text{FRET}}\) introduces memory.\(^{35}\)

Figure 4A shows the simplest kinetic scheme that can account for the biexponential dwell time distributions for both open-to-closed or closed-to-open transitions. It has four states with two intra-\(E_{\text{FRET}}\)-level transitions and two inter-\(E_{\text{FRET}}\)-level transitions. Each of the latter connections corresponds to an observable transition with an exponential waiting time distribution. We use a HMM approach as in refs 30 and 31 to obtain the transition rates (shown in Figure 4), including those for the hidden degrees of freedom that are not directly given by waiting time analysis. This approach seeks to find a set of parameters that maximizes the likelihood of the observed FRET trajectories given a model; it transcends the simple dwell time distribution.
Figure 6. Accumulated dwell time distributions, \( P(t) \), for \( [\text{Mg}^{2+}] = 0.01 \) (left panels) and 0.1 mM (right panels). (top panels) Results from HMM simulations (black) and experiments (red dashed) for open-to-closed transitions. (bottom panels) Results from HMM simulations (black) and experiments (blue dashed) for closed-to-open transitions. Insets are the same results plotted on a log–log scale. The simulated trajectories are generated with the schemes in Figure 4A.

analysis by exploiting information about the sequence of consecutive transitions (see the Methods Section).

The dwell time distributions can be fit well by the resulting HMMs at times shorter than 10 s but not at times longer. Nevertheless, consistent with the observed persistence of individual molecular behaviors, the kinetics of the intra-\( E_{\text{FRET}} \) level transitions are much slower than those of the inter-\( E_{\text{FRET}} \) level ones. In other words, the vertical rates in Figure 4A (i.e., those governing the hidden degrees of freedom) are much smaller than the horizontal rates (i.e., those governing the observed degrees of freedom). Thus, the four-state HMM captures the behavior observed in the equilibrium experiments, at least qualitatively.

To test whether a kinetic scheme with more connections between microscopic states or more microscopic states would improve the match between the models and the experimental statistics, we applied the same HMM analysis to a four-state scheme with cross connections and a six-state scheme (Figure 4B and C). In the former case, the optimization procedure tended to decrease the rates for the cross connections until these transitions were negligible and the simpler four-state scheme was effectively recovered. For the six-state scheme, the fraction of independent runs that converged to the best fit was lower (8 out of 200 runs). The best fit is slightly poorer in quality than those obtained for the four-state schemes, and the rates, in particular, those for the intra-\( E_{\text{FRET}} \) level transitions, vary to a much greater degree. Although there are three possible transition pathways between open and closed states (the horizontal connections in Figure 4C), the rates for the transitions between states \( O_3 \) and \( C_3 \) are such that the scheme effectively reduces to a four-state one again because the rates are such that molecules populating states \( O_3 \) and \( C_3 \) tend to transition vertically rather than horizontally in Figure 4C.

In summary, models of greater complexity than the simple four-state scheme in Figure 4A failed to improve the fit and reduced the level of confidence in the results. We thus take the simple four-state scheme to be the best HMM description of the equilibrium data.

3.2. Nonequilibrium Analysis. 3.2.1. Review of Experimental Observations. Conceptually, a traditional nonequilibrium experiment would involve a single \([\text{Mg}^{2+}]\) jump and measurement of the relaxation of molecules to equilibrium. The kinetics obtained should be related to those in the aforementioned equilibrium studies through the fluctuation–dissipation theorem. Qu et al. employed an alternative perturbation method in which conformational fluctuations of an individual single molecule were explored in a nonequilibrium experiment as responses to a series of periodic \([\text{Mg}^{2+}]\) jumps.34 Jumps between 0.01 mM (low \([\text{Mg}^{2+}]\)) and either 0.1, 0.4, or 1.0 mM (high \([\text{Mg}^{2+}]\)) were made with a period of 20 s. In the experiments with 0.1 mM as the high \([\text{Mg}^{2+}]\), molecules fluctuated between the \( E_{\text{FRET}} \) levels observed at equilibrium. In contrast, in the experiments with 0.4 mM as the high \([\text{Mg}^{2+}]\), molecules populated more than the two \( E_{\text{FRET}} \) states observed in the corresponding equilibrium experiments. Multiple \( E_{\text{FRET}} \) levels were also observed in experiments with 1.0 mM as the high \([\text{Mg}^{2+}]\). As above, we restrict ourselves here to comparisons with experiments in which \([\text{Mg}^{2+}] = 0.01 \) and 0.1 mM for simplicity. A typical trajectory from a nonequilibrium experiment jumping between these concentrations is shown in the bottom panel of Figure 2. Because the \([\text{Mg}^{2+}]\) period is shorter than the slowest relaxation times observed at equilibrium (i.e., hundreds of seconds for certain intra-\( E_{\text{FRET}} \)-level transitions in Figure 4A), we anticipate that the periodic perturbation would drive the system to conformational states that are distinct from those sampled at equilibrium.

Qu et al. analyzed their data by partitioning it into subensembles that were defined by the two half-period intervals with a constant \([\text{Mg}^{2+}]\) and the \( E_{\text{FRET}} \) levels at the initial time of each interval (i.e., high \([\text{Mg}^{2+}]\) starting with high \( E_{\text{FRET}} \), high \([\text{Mg}^{2+}]\) starting with low \( E_{\text{FRET}} \), low \([\text{Mg}^{2+}]\) starting with high \( E_{\text{FRET}} \), and low \([\text{Mg}^{2+}]\) starting with low \( E_{\text{FRET}} \)). For each subensemble, the fractions in the open and closed \( E_{\text{FRET}} \) states were computed as a function of time within the period (Figure 7). This procedure revealed that equilibrium is not achieved in any of the four cases. More interestingly, RNA molecules with different initial \( E_{\text{FRET}} \) values have different relaxation kinetics. In particular, the relaxation of the subensembles of molecules responding to a decrease in \([\text{Mg}^{2+}]\) exhibits a quasi-periodic response with a period of about 2.6 s. This pattern is also observed in analogous measurements with other \([\text{Mg}^{2+}]\) periods (from 10 to 40 s; unpublished data).

3.2.2. Hidden Markov Model. In discrete-state Markov models of the form fit to the equilibrium data, the kinetics are determined by the eigenvalues of the rate matrices, and these eigenvalues must be negative real numbers to satisfy detailed balance under constant \([\text{Mg}^{2+}]\). The resulting (multi)exponential kinetics of population relaxation prevents such models (if kept sufficiently simple to fit the data confidently, see the discussion of ref 41 below) from giving rise to the quasi-periodic response described above (see Figure 7), despite the fact that we are driving the system in the nonequilibrium case through the periodic changes in \([\text{Mg}^{2+}]\). This assertion is supported by numerical results where trajectories were generated by toggling between the equilibrium kinetic schemes for \([\text{Mg}^{2+}] = 0.01 \) and 0.1 mM in Figure 4A. In this regard, there is an ambiguity; the states \( O_1 \) and \( C_1 \) at low \([\text{Mg}^{2+}]\) could correspond to either the states \( O_2 \) and \( C_2 \) at high \([\text{Mg}^{2+}]\). In other words, it is not known a priori whether molecules transitioning quickly (slowly) between open and closed FRET states at low \([\text{Mg}^{2+}]\) remain the ones transitioning quickly.
HMM schemes for low and high [Mg$^{2+}$] represent the simulated results obtained by combining the four-state periodic ends. Solid lines represent the experimental results; dashed lines resemble gives populations that relax with the same overall time scales as those observed in the experiments (dashed lines in Figure 7) when the fast (slow) channel at low [Mg$^{2+}$] is needed to capture the nonmonotonic population relaxation. An approach that allows for nonexponential relaxation kinetics is discussed in the following subsection.

Because we know that $E_{\text{FRET}}$ is well described by a discrete (two-state) variable, we modify the representation of the hidden variable. We specifically hypothesize that the quasi-periodic response in the subensemble analysis derives from intrabasin dynamics of the hidden variable. Denoting the hidden variable $X$, its equation of motion becomes

$$M \frac{d^2X(t)}{dt^2} = -\frac{dV(X(t);[\text{Mg}^{2+}])}{dX} - \gamma \frac{dX(t)}{dt} + f(t) \quad (2)$$

where $M$ is the mass of the hidden variable, $V(X(t);[\text{Mg}^{2+}])$ is the effective potential at a particular [Mg$^{2+}$], and $\gamma$ is the friction coefficient. The stochastic force $f(t)$ is assumed to follow the usual fluctuation–dissipation relation $\langle f(t) f(t') \rangle = 2\gamma \delta(t- t')$ with temperature $T$. The choice of $V$ is discussed in the following subsection.

The hidden variable influences the observable variable through the transition rates between open and closed states. In other words, the transition rates depend now on both [Mg$^{2+}$] and the value of the hidden variable

$$\frac{dp_1(t)}{dt} = -k_+(X(t);[\text{Mg}^{2+}]) p_1(t) + k_-(X(t);[\text{Mg}^{2+}]) p_2(t) \quad \text{and} \quad \frac{dp_2(t)}{dt} = -k_-(X(t);[\text{Mg}^{2+}]) p_2(t) + k_+(X(t);[\text{Mg}^{2+}]) p_1(t) \quad (3)$$

where $p_1(t)$ ($p_2(t)$) is the likelihood for molecules to be open (closed) at time $t$ and $k_+(X(t);[\text{Mg}^{2+}])$ ($k_-(X(t);[\text{Mg}^{2+}])$) is the microscopic transition rate from open (closed) to closed (open). The dependence of $k_+$ and $k_-$ on the hidden variable is described following the form of the potential for the hidden variable. The idea of the model is that the hidden variable exhibits damped oscillations in response to the [Mg$^{2+}$] driving; its dynamics influences the population of the open and closed states through its effects on the observable transition rates. The nonequilibrium periodic perturbation procedure serves to narrow the hidden variable positions accessed at the time of the changes in [Mg$^{2+}$], and the subensemble analysis reveals this effective synchrony in the ensuing dynamics by partitioning trajectories according to the potential influencing the hidden variable and, through the initial FRET state, the transition rates available to the observable variable.

We work in units such that the mass of the hidden variable and the temperature are each 1. By construction, the hidden variable influences the observable variable but not vice versa. Physically, we imagine that the hidden variable represents a large part of the molecule and the observable variable represents a relatively small part of the molecule such that the effective inertia of the former is much larger than that of the latter. The hidden variable still fluctuates due to interactions with its environment; we choose a large friction for [Mg$^{2+}$] $= 0.1$ mM and a small friction for [Mg$^{2+}$] $= 0.01$ mM such that quasi-periodic responses are only observed in the relaxation profiles at low [Mg$^{2+}$].
3.2.4. Choice of the Hidden Variable Potentials. Given the general form of the model above, we need to specify the effective potentials in eq 2 that control the motion of the hidden variable. The simplest choice that would support oscillations of the hidden variable is a harmonic form (Figure 11A), but as discussed further below (section 3.2.7), this choice limits the ability of the model to capture the equilibrium dwell time distributions. The HMM analysis above indicates that the hidden variable has two stable states for each [Mg$^{2+}$], which suggests that we should use a potential form with two wells in each case. To this end, we construct polynomials such that the minima are approximately harmonic (Figure 8)

$$V = V_i + \frac{1}{2} \omega_i^2 (X - X_i)^2 \quad \text{for} \quad X = X_i$$  \hspace{1cm} (4)$$

where $V_i$, $\omega_i$, and $X_i$ are defined by eq 4 and $i$ labels stable states of the hidden variable, $S_{\text{L}^{\text{low}}}$, $S_{\text{H}^{\text{low}}}$, $S_{\text{L}^{\text{fast}}}$, and $S_{\text{H}^{\text{fast}}}$, with subscripts L and H for low and high [Mg$^{2+}$], respectively, and superscripts slow and fast for slow and fast and fast channels, respectively. These choices are made to ensure the correspondence between the HMM schemes in Figure 4A and the hybrid model as indicated by the discrete-state schemes shown in Figure 8.

With the aid of the earlier HMM analysis, we choose the parameters manually such that the model captures the nonequilibrium behavior qualitatively and the equilibrium behavior quantitatively. Values are given in Tables 1 and 2. We shift the positions of corresponding stable states at different [Mg$^{2+}$] relative to each other such that sudden changes in [Mg$^{2+}$] displace the hidden variable away from the potential minima and thus drive the system. In addition, we stipulate that the distance between stable states $S_{\text{H}^{\text{slow}}}$ and $S_{\text{L}^{\text{low}}}$ be smaller than their respective distances to the barriers $B_L$ and $B_H$ (Figure 8) to ensure that the population is primarily confined to these two stable states, as revealed by the HMM analysis. In contrast, we require the stable state $S_{\text{L}^{\text{low}}}$ be close to the barrier $B_H$ such that molecules tend to cross the barrier $B_H$ upon switching to the high [Mg$^{2+}$] potential. We make the height of barrier $B_H$ higher than readily accessible by thermal fluctuations ($k_bT$, where $k_b$ is Boltzmann’s constant) such that molecules transitioning slowly (rapidly) remain slow (fast) at constant low [Mg$^{2+}$]. We make the barrier $B_L$ somewhat lower since the HMM indicates that transitions of the hidden variable are a bit faster at high [Mg$^{2+}$]; we also introduce an asymmetry such that transitions from $S_{\text{H}^{\text{low}}}$ to $S_{\text{L}^{\text{low}}}$ are common (compare with Figure 4A in which the rates on the vertical transitions in the right-hand scheme tend to shift the population from the fast channel involving O$_2$ and C$_2$ to the slow channel involving O$_1$ and C$_1$). These many choices ensure that the overall kinetics of relaxation in both the equilibrium and nonequilibrium experiments are reproduced.

3.2.5. Coupling between the Hidden and Observable Variables. We do not know how the hidden degree of freedom determines the transition rates of the observable one. For simplicity, we assume that $k_c$ changes abruptly as the hidden variable moves from one side to the other of each potential well (i.e., as $X$ crosses the dashed lines in Figure 8). The rates are based on the HMM results for the discrete four-state scheme (Figure 4A). That is, on average, transitions in the observed degree of freedom are fast when the hidden variable of the molecule is in one well (corresponding to the fast channel) but slow when the hidden variable is in the other well (corresponding to the slow channel). The rates are shown in Table 2.

3.2.6. Numerical Results. We first compare results from our model with the equilibrium experimental measurements. At low [Mg$^{2+}$], the waiting time distribution extracted from each trajectory is well fit by a single exponential function, but that obtained by pooling many trajectories requires a biexponential function. This observation is explained by the fact that thermal fluctuations at low [Mg$^{2+}$] are not large enough for molecules to cross the barrier $B_L$. Therefore, only two types of trajectories in the hidden variable are observed (Figure 9 top panel). Each represents a molecule in which the hidden degree of freedom is confined to fluctuate within a basin ($S_{\text{H}^{\text{low}}}$ or $S_{\text{H}^{\text{high}}}$). At high [Mg$^{2+}$], the waiting time distributions from single trajectories and the pool of many trajectories exhibit similar features to those at low [Mg$^{2+}$]. However, three types of trajectories in the hidden degree of freedom are observed (Figure 9 bottom panel): molecules fluctuating around the stable state $S_{\text{H}^{\text{low}}}$ (black trajectory), molecules fluctuating around the stable state $S_{\text{L}^{\text{low}}}$ (red trajectory), and transitions from $S_{\text{H}^{\text{low}}}$ to $S_{\text{L}^{\text{low}}}$ (green trajectory). Most of population is in the first category. The associated waiting time distributions are plotted in Figure 13.

We also simulate the nonequilibrium experiment with periodic changes in [Mg$^{2+}$], as described in the Methods Section. Trajectories are segmented by the [Mg$^{2+}$] jump transitions and grouped into subensembles in the same way as described earlier. The time courses of relaxation of the various populations are plotted in Figure 14. Consistent with the experiments, the subensemble with high [Mg$^{2+}$] and low initial $E_{\text{RET}}$ is far from equilibrium at the end of the interval. Relaxation in the low [Mg$^{2+}$] intervals exhibits a quasi-periodic response with a frequency of 2.3 s, which is close to that measured experimentally.
TABLE 1: Effective Potentials Governing Motion of the Hidden Variable (V in eq 2 for the models in Figures 8, 11, and 12)∗

<table>
<thead>
<tr>
<th>[Mg2+]</th>
<th>model</th>
<th>V(x; [Mg2+])</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01 mM</td>
<td>Figure 8 (12)</td>
<td>$8.463 + 1.346 \times 10^{-2}X - 2.935X^3 - 4.113 \times 10^{-3}X^5 + 2.970 \times 10^{-4}X^7 + 1.193 \times 10^{-5}X^9$</td>
</tr>
<tr>
<td></td>
<td>Figure 11A</td>
<td>$3.000(X + 3.000)^2$</td>
</tr>
<tr>
<td></td>
<td>Figure 11B</td>
<td>$1.316 \times 10^2 + 1.615 \times 10^{-2}X - 3.922X^2 - 4.936 \times 10^{-3}X^3 + 3.565 \times 10^{-4}X^4 - 1.188 \times 10^{-5}X^5 - 7.075 \times 10^{-6}X^6 - 1.432 \times 10^{-7}X^7$</td>
</tr>
<tr>
<td>0.1 mM</td>
<td>Figure 8 (12)</td>
<td>$6.457 - 1.928X + 3.605 \times 10^{-2}X^2 - 1.643 \times 10^{-3}X^3 + 3.991 \times 10^{-4}X^4 - 3.033 \times 10^{-5}X^5 - 2.267 \times 10^{-6}X^6 - 4.657 \times 10^{-7}X^7$</td>
</tr>
<tr>
<td></td>
<td>Figure 11A</td>
<td>$3.000(X + 2.50000)^2$</td>
</tr>
<tr>
<td></td>
<td>Figure 11B</td>
<td>$1.618 - 3.400X + 1.051X^2 + 5.067 \times 10^{-2}X^3 - 2.024 \times 10^{-3}X^4 + 4.070 \times 10^{-4}X^5 + 1.306 \times 10^{-5}X^6 + 2.205 \times 10^{-6}X^7 - 2.827 \times 10^{-7}X^8 - 5.784 \times 10^{-8}X^9 + 9.563 \times 10^{-10}X^{10} + 5.649 \times 10^{-11}X^{11} + 2.476 \times 10^{-12}X^{12}$</td>
</tr>
</tbody>
</table>

∗ Additional parameters required for integrating the hidden variable equation of motion are the temperature for the Brownian motion (T = 1 energy unit), the mass (M = 1 mass unit), the friction coefficient at [Mg2+] = 0.01 mM ($\gamma_1 = 0.5$ mass unit s$^{-1}$), and the friction coefficient at [Mg2+] = 0.1 mM ($\gamma_1 = 10.0$ mass unit s$^{-1}$).

TABLE 2: Rates of Transition for the Observed Degree of Freedom (for open-to-closed and closed-to-open transitions, $k_+$ and $k_-$, respectively, in eq 3) for the Models in Figures 8, 11, and 12

<table>
<thead>
<tr>
<th>region</th>
<th>$k_+$ (s$^{-1}$)</th>
<th>$k_-$ (s$^{-1}$)</th>
<th>region</th>
<th>$k_+$ (s$^{-1}$)</th>
<th>$k_-$ (s$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>L1</td>
<td>0.05</td>
<td>0.10</td>
<td>H1</td>
<td>0.46</td>
<td>0.60</td>
</tr>
<tr>
<td>L2</td>
<td>0.13</td>
<td>0.10</td>
<td>H2</td>
<td>0.26</td>
<td>0.60</td>
</tr>
<tr>
<td>L3</td>
<td>0.20</td>
<td>0.23</td>
<td>H3</td>
<td>0.07</td>
<td>0.02</td>
</tr>
<tr>
<td>L4</td>
<td>0.50</td>
<td>0.23</td>
<td>H4</td>
<td>0.03</td>
<td>0.02</td>
</tr>
</tbody>
</table>

The basis for the quasi-periodic response becomes obvious when we examine typical trajectories of the hidden variable (Figure 10). Molecules mostly populate stable states $S_L^{\text{ext}}$ and $S_L^{\text{int}}$ (right basins in Figure 8) because those initially in the stable states $S_H^{\text{fast}}$ and $S_H^{\text{slow}}$ (left basins in Figure 8) cross the relatively low barrier $B_0$ during the high [Mg2+] intervals (the red trajectory in Figure 10) and do not return. The black trajectory in Figure 10 sketches how molecules respond to [Mg2+] changes. Molecules oscillate around $S_H^{\text{fast}}$ in the low [Mg2+] intervals and switch to the right shoulder of $S_H^{\text{slow}}$ when [Mg2+] increases. These molecules relax toward the minimum of $S_H^{\text{slow}}$ in the high [Mg2+] intervals, jump to the left shoulder of $S_L^{\text{fast}}$, and start oscillating again when [Mg2+] decreases. In this model, the changes in [Mg2+] kick molecules before they can dissipate their energy. Furthermore, relaxation toward a minimum prior to a switch in [Mg2+] narrows the distribution of positions of the hidden variable, and the driving thus acts to synchronize molecules.

The friction coefficient for the hidden variable is 10 mass units s$^{-1}$ at high [Mg2+] and 0.5 mass units s$^{-1}$ at low [Mg2+].
As in the experiments, there is no oscillation during the high [Mg\(^{2+}\)] intervals because the motion is overdamped; the decay rate of the oscillation amplitude \(\gamma/2M\) is faster than the oscillation frequency \((\omega_{\text{SHslow}}^2 - \gamma^2/4M^2)^{1/2}\), where \(\omega_{\text{SHslow}}\) is the intrinsic frequency of the stable state \(\text{SHslow}\). However, at low [Mg\(^{2+}\)], the hidden variable is underdamped. A parameter sensitivity analysis of the friction coefficient \(\gamma\) establishes that the quasi-periodic behavior is still recognizable as long as the friction coefficient is no larger than 1.0 mass units s\(^{-1}\) at low [Mg\(^{2+}\)]. While it is difficult to translate this figure to experimental units, owing to the fact that the identity of the hidden variable and, in turn, its effective mass are unknown, there is some precedence for apparently underdamped motions in nonequilibrium experiments, as reviewed in the Discussion.

3.2.7. Alternative Models. To determine the degree to which the model is determined by the data, it is of interest to consider whether there are alternative effective potentials for the hidden variable that can also lead to the observed equilibrium and nonequilibrium dynamics. As mentioned previously, the simplest choice that gives rise to quasi-periodic responses in the subensemble analysis is a combination of two harmonic potentials (Figure 11A). The mechanism is essentially the same as above; periodic changes in [Mg\(^{2+}\)] repeatedly displace the hidden variable from its potential minima and, in the process, synchronize the population. We reject this model, however, because it gives rise to constant-[Mg\(^{2+}\)] dwell time distributions that are well fit by single exponentials.

One model that does completely capture both the equilibrium and nonequilibrium observed behaviors is shown in Figure 12. It is quite similar in spirit to but different in detail from that described in the previous sections. Owing to a shift in the positions of the stable states relative to the model in Figure 8, molecules with \(X\) values that are low in energy at only one
[Mg$^{2+}$] (i.e., those in S$^\text{int}$ and S$^\text{fut}$) are forced to the overlapping basins S$^\text{int}$ and S$^\text{fut}$ when the ionic environment is changed. This model maps to a discrete kinetic scheme with six states (as indicated at the top of Figure 12), but only four states are visited at each [Mg$^{2+}$]. The available data are insufficient to distinguish between the models in Figure 8 and 12.

In the models in Figure 8, there is no quasi-periodic response at high [Mg$^{2+}$], owing to the fact that the amplitude of oscillation decays faster than the period when the friction is high. One might suppose that the quasi-periodic response could instead be suppressed at high [Mg$^{2+}$] by the period being long (i.e., $2\pi(\sigma_{\text{SL}} - \gamma)dM^2/\gamma < 2M/\gamma$). To test this idea, we consider the potentials in Figure 11B in which we widen one basin; we set the friction coefficient at low and high [Mg$^{2+}$] to be the same, $\gamma = 0.5$. Despite the fact that the potential at low [Mg$^{2+}$] is unchanged, no quasi-periodic responses are obtained at either [Mg$^{2+}$]. Examination of the motion of the hidden variable reveals that, although the trajectories of individual molecules exhibit oscillations at low [Mg$^{2+}$], molecules are distributed over both sides of the S$^\text{int}$ basin upon a decrease in [Mg$^{2+}$]. Thus, the periodic [Mg$^{2+}$] changes fail to synchronize molecules, which in turn results in a heterogeneity of rates for the observable variable and the loss of quasi-periodic responses in the subensemble analysis.

### 3.2.8. Summary of Features of a Successful Hybrid Model.

Although our exploration of models is not exhaustive, we believe the following features are required for the hybrid continuous—discrete framework considered here to capture the observed behaviors. We refer the reader to Figure 8 for an illustration of each point.

1. The hidden variable must have two stable states. The barriers separating the stable states must be significantly higher than thermal fluctuations with that at [Mg$^{2+}$] = 0.01 mM somewhat higher than that at [Mg$^{2+}$] = 0.1 mM. These features are included to capture the characteristics of the equilibrium time series; molecules switch between open and closed states either rapidly or slowly in a persistent fashion.

2. The distance between S$L^\text{slow}$ and S$L^\text{fast}$ must be sufficiently large that molecules are driven to oscillate around S$L^\text{slow}$ with an amplitude that enables readily crossing B$_{0}$ upon switching to high [Mg$^{2+}$]. At the same time, the distance between S$L^\text{int}$ and S$L^\text{fast}$ should be sufficiently small that molecules do not recross significantly to S$L^\text{int}$ and S$L^\text{fut}$.

3. The stable state S$L^\text{int}$ must be approximately harmonic to enable the hidden variable to oscillate at low [Mg$^{2+}$]. The stable states at high [Mg$^{2+}$] (S$L^\text{int}$ and S$L^\text{fut}$) can be nonharmonic, but their curvatures should be significantly larger than zero to enable synchronization of the population (contrast Figure 8 with 11B). The form of the stable states and their relative positions (with minima offset from each other) together determine the main nonequilibrium characteristics, quasi-periodic responses and failure to reach equilibrium within each interval of constant [Mg$^{2+}$].

4. The friction in the hidden degree of freedom must be low for [Mg$^{2+}$] = 0.01 mM (underdamped) and high for [Mg$^{2+}$] = 0.1 mM (overdamped).

5. The rates of the observable transitions depend monotonically on the position of the hidden variable.

To satisfy items 1–3 above, we choose the frequencies for the stable states at low [Mg$^{2+}$] (S$L^\text{slow}$ and S$L^\text{fast}$) to be larger than those for the stable states at high [Mg$^{2+}$] (S$L^\text{int}$ and S$L^\text{fut}$), so that B$_{0}$ is lower than B$_{1}$, but at the same time, the stable states are shifted appropriately relative to each other.

### 4. Discussion

In the present study, we have explored a series of models for the conformational dynamics of a large RNA molecule in different solution environments. In all of the cases considered, we limit the observable degree of freedom to discrete values and make the transition rates between states depend on another (hidden) degree of freedom. The hidden variable evolves continuously, and its synchronization and oscillation within a basin in response to changes in [Mg$^{2+}$] are the basis for the striking relaxation kinetics revealed by partitioning molecules into subensembles. The essential features for reproducing the observed equilibrium and nonequilibrium behaviors within this theoretical framework are reviewed in the previous section.

Due to their prevalent usage, we initially applied a Hidden Markov Model (HMM) analysis to the RNA data. The HMMs that we employed were capable of capturing the equilibrium dwell time distributions to a certain degree, and they informed the choice of rates in the hybrid model that we constructed. The two stable states in the hybrid model correspond to the two channels (fast and slow) in the four-state kinetic scheme. HMMs were, however, completely inadequate for describing the nonequilibrium data. In this system, intrabasin dynamics of one degree of freedom are on the same time scale as interbasin dynamics of another. This feature cannot be described without resolving the intrabasin dynamics, and we thus expect other approaches based on only relaxation between discrete states to fail similarly. Vlad and Ross suggest that the apparent violations in detailed balance needed to support oscillations in (cyclic) discrete kinetic schemes can be obtained if they arise from integration over intrastate fluctuations of a more complicated model, but it is not clear what are the specific requirements on the original dynamics for this to be the case or whether typical data would be sufficient to constrain such a model.

We have also been able to describe the data qualitatively with a model based on the generalized Langevin equation (GLE) approach. In that case, the observable degree of freedom evolved continuously in a double-well potential. Changes in [Mg$^{2+}$] shift the well depths and drive molecules to cross the barrier, but the memory term in the equation of motion then causes a fraction to return to low [Mg$^{2+}$]. The picture is different in that the underdamped, quasi-harmonic component of the model is in the observable degree of freedom, with the equivalent of the hidden variable acting to restrain the observable one. However, the fundamental idea that there are two effective degrees of freedom with one acting in an underdamped, quasi-harmonic fashion is qualitatively the same. We have focused on the hybrid continuous—discrete model here because the dynamics of the hidden variable are more explicit (i.e., the path-dependent memory term can be difficult to interpret) and estimating the memory kernels needed for the GLE from limited data is not straightforward. It would be of interest in the future to solidify the connection between the present picture and a generalized Langevin or Master equation approach by integrating over the hidden variable to obtain an analytic form for the projected dynamics. Recent work on generating function approaches for systems with time-dependent Hamiltonians could be useful in this regard.

The models considered here and in ref 43 can be viewed as explicit realizations of the general scheme outlined in ref 41, which relates the observed statistics (specifically, the fluorescence intensity correlation function) to intramolecular fluctuations by assuming temporarily inhomogeneous dynamics. The transition rates between chemical states are random functions of time, and their stochastic
properties depend on a set of control variables that represent the fluctuations in the system configuration and, in turn, energy. Analytical results were obtained by further assuming a separation condition; that is, each transition rate was factorized into a universal component that depended on the control variables and was the same for all transitions and a process-dependent factor that depends on the initial and final state of the transition but not the time. Vlad and Ross explicitly showed that quasi-periodic behavior can be obtained in the fluorescence intensity correlation function for an example similar to our model; the intramolecular fluctuations obey damped oscillatory dynamics (modes with complex eigenvalues) with characteristic time scales comparable to or longer than those of the transitions between observed states. However, that model predicts damped quasi-periodic behavior in the correlation function even at equilibrium, which was not observed in our experiments. It could be that averaging over many molecules (with no way to “synchronize” their fluctuations) obscures these dynamics, while trajectories of individual molecules do not provide sufficient statistics. The nonequilibrium experiments and subensemble analysis overcome this problem by effectively synchronizing the intramolecular dynamics of many molecules to yield damped quasi-periodic responses in the relaxation profiles.

How underdamped modes would arise in the macromolecular system studied is not clear. Inelastic scattering measurements of proteins at equilibrium suggest that the slowest underdamped modes have motions on the picosecond time scale. However, the RNA molecule studied here is not at equilibrium. Regular oscillations with periods in the milliseconds have been reported for a mutant of green fluorescent protein (GFP) unfolding and refolding, and these can be extended to tens of milliseconds in resonant driving fields. Certainly, the nature of the microscopic response of the molecule to Mg\(^{2+}\) ions in its environment is not known with any detail and could contribute to the dynamics. In addition to the changes in [Mg\(^{2+}\)] considered explicitly here, experimentally, the shear from the flow of buffer in the microfluidic channel on the (surface-tethered) molecule could result in a very slow apparent underdamped mode. To assess this possibility, we are presently exploiting recent advances in simulating systems far from equilibrium and to investigate whether such cyclic motion exists in a simple polymeric model of this RNA (A. Dickson, M. Mainscens-Cline, and A. R. Dinner, unpublished).

By eliminating the inhomogenous broadening among molecules, our technique makes it possible to display the dynamical information of fluctuations, in the spirit of photon echo experiments. The subensemble behavior is different from the “event echo” proposed previously for quantifying the differences in parallel pathways between observed states. Vlad and Ross\(^{41}\) explicitly showed that quasi-periodic behavior can be obtained in the fluorescence intensity correlation function for an example similar to our model; the intramolecular fluctuations obey damped oscillatory dynamics (modes with complex eigenvalues) with characteristic time scales comparable to or longer than those of the transitions between observed states. However, that model\(^{41}\) predicts damped quasi-periodic behavior in the correlation function even at equilibrium, which was not observed in our experiments. It could be that averaging over many molecules (with no way to “synchronize” their fluctuations) obscures these dynamics, while trajectories of individual molecules do not provide sufficient statistics. The nonequilibrium experiments and subensemble analysis overcome this problem by effectively synchronizing the intramolecular dynamics of many molecules to yield damped quasi-periodic responses in the relaxation profiles.

How underdamped modes would arise in the macromolecular system studied is not clear. Inelastic scattering measurements of proteins at equilibrium suggest that the slowest underdamped modes have motions on the picosecond time scale. However, the RNA molecule studied here is not at equilibrium. Regular oscillations with periods in the milliseconds have been reported for a mutant of green fluorescent protein (GFP) unfolding and refolding, and these can be extended to tens of milliseconds in resonant driving fields. Certainly, the nature of the microscopic response of the molecule to Mg\(^{2+}\) ions in its environment is not known with any detail and could contribute to the dynamics. In addition to the changes in [Mg\(^{2+}\)] considered explicitly here, experimentally, the shear from the flow of buffer in the microfluidic channel on the (surface-tethered) molecule could result in a very slow apparent underdamped mode. To assess this possibility, we are presently exploiting recent advances in simulating systems far from equilibrium and to investigate whether such cyclic motion exists in a simple polymeric model of this RNA (A. Dickson, M. Mainscens-Cline, and A. R. Dinner, unpublished).

By eliminating the inhomogenous broadening among molecules, our technique makes it possible to display the dynamical information of fluctuations, in the spirit of photon echo experiments. The subensemble behavior is different from the “event echo” proposed previously for quantifying the differences in parallel pathways between observed states. Vlad and Ross\(^{41}\) explicitly showed that quasi-periodic behavior can be obtained in the fluorescence intensity correlation function for an example similar to our model; the intramolecular fluctuations obey damped oscillatory dynamics (modes with complex eigenvalues) with characteristic time scales comparable to or longer than those of the transitions between observed states. However, that model\(^{41}\) predicts damped quasi-periodic behavior in the correlation function even at equilibrium, which was not observed in our experiments. It could be that averaging over many molecules (with no way to “synchronize” their fluctuations) obscures these dynamics, while trajectories of individual molecules do not provide sufficient statistics. The nonequilibrium experiments and subensemble analysis overcome this problem by effectively synchronizing the intramolecular dynamics of many molecules to yield damped quasi-periodic responses in the relaxation profiles.

How underdamped modes would arise in the macromolecular system studied is not clear. Inelastic scattering measurements of proteins at equilibrium suggest that the slowest underdamped modes have motions on the picosecond time scale. However, the RNA molecule studied here is not at equilibrium. Regular oscillations with periods in the milliseconds have been reported for a mutant of green fluorescent protein (GFP) unfolding and refolding, and these can be extended to tens of milliseconds in resonant driving fields. Certainly, the nature of the microscopic response of the molecule to Mg\(^{2+}\) ions in its environment is not known with any detail and could contribute to the dynamics. In addition to the changes in [Mg\(^{2+}\)] considered explicitly here, experimentally, the shear from the flow of buffer in the microfluidic channel on the (surface-tethered) molecule could result in a very slow apparent underdamped mode. To assess this possibility, we are presently exploiting recent advances in simulating systems far from equilibrium and to investigate whether such cyclic motion exists in a simple polymeric model of this RNA (A. Dickson, M. Mainscens-Cline, and A. R. Dinner, unpublished).

By eliminating the inhomogenous broadening among molecules, our technique makes it possible to display the dynamical information of fluctuations, in the spirit of photon echo experiments. The subensemble behavior is different from the “event echo” proposed previously for quantifying the differences in parallel pathways between observed states. Vlad and Ross\(^{41}\) explicitly showed that quasi-periodic behavior can be obtained in the fluorescence intensity correlation function for an example similar to our model; the intramolecular fluctuations obey damped oscillatory dynamics (modes with complex eigenvalues) with characteristic time scales comparable to or longer than those of the transitions between observed states. However, that model\(^{41}\) predicts damped quasi-periodic behavior in the correlation function even at equilibrium, which was not observed in our experiments. It could be that averaging over many molecules (with no way to “synchronize” their fluctuations) obscures these dynamics, while trajectories of individual molecules do not provide sufficient statistics. The nonequilibrium experiments and subensemble analysis overcome this problem by effectively synchronizing the intramolecular dynamics of many molecules to yield damped quasi-periodic responses in the relaxation profiles.
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