The solvent spectral density and vibrational multimode approach to optical dephasing: Two-pulse photon echo response
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A rigorous theoretical connection between the polarizability spectral density obtained from optical Kerr effect (OKE) measurement with the correlation function describing solvent-induced optical dephasing detected in photon echo measurements is given. The experimentally obtained spectral density has a more reasonable physical basis than model correlation function descriptions of solvent fluctuations. The experimental OKE spectrum is demonstrated to provide a natural description of solvent motions that modulate the chromophore electronic states in the case of weak induced-dipolar interactions. The chromophore optically active vibrational modes are obtained from pump-probe spectra and are employed in the calculation of echo signals. It is found that the fast decays of the two-pulse echo signals result from both solvent and solute intramolecular motions while the echo peak shifts are dominated by the solvent intermolecular modes.

I. INTRODUCTION

One of the interesting and fundamental challenges in understanding chemical reaction phenomena in condensed phases is obtaining the correct description of the bath and its interaction with the reactant or chromophore. The answer in solids centers around the idea of the phonon spectrum of the material.1 The situation in liquids is significantly complicated by the lack of stable structures. The lack of a “simply” replicating structure makes the environment inhomogeneous from one position to another. The inherent fluctuations of the positions and orientations of the bath molecules and their interaction with the reactant or product serve as a source of excitation or dissipation. An understanding of these rapid motions and their coupling to a reaction or optical excitation coordinate is important for theoretical prediction of chemical processes in liquids.

Photon echo spectroscopy is a powerful technique to study dynamics in condensed media, where the time scales of a variety of motions occur over a very broad range (fs-ns).2–6 The operational principle of the photon echo technique is that three sequential short laser pulses resonantly excite molecules whose absorptions lie within the laser spectral width creating a nonlinear polarization in the medium. The portion of the ensemble electronic dephasing associated with site inhomogeneity that occurs in the first period of time (i.e., between the first and second pulses) will be “reversed” by the polarization rephasing during the third period of time generating a coherent emission, i.e., an echo. The decay of the echo intensity with respect to the time delay between the first and second pulses reflects an irreversible dephasing process on the time scale of the measurement. The two-pulse femtosecond photon echo, where the third pulse temporally overlaps the second, can extract the fastest (system-bath and vibronic) dynamics distinguishable using finite duration laser pulses. The three-pulse photon echo is used to map out other slower motions by varying the time delay between two grating forming beams and the probe beam. Recently, two independent experiments that time-gate the photon echo signal7–9 demonstrated that the echo shape itself is more sensitive to the solvent fluctuations than conventional time-integrated echoes. Fleming and co-workers reported fifth-order three-pulse photon echoes in contrast to time-gated echoes for elucidation of more accurate descriptions of bath correlation functions.10,11

In most ultrafast photon echo studies, a single or a few types of model correlation functions are used to describe the solvent fluctuations.5,12–15 Recently, Vöhringer et al.16 showed that an experimentally measured solvent vibrational spectrum provides a natural description of solvent-induced electronic fluctuations. The solute-solvent interactions in their system, the cyanine dye HITCI in polar solvents, are dominated by the ion-induced dipole and/or instantaneous dipole-induced dipole (or dispersion) forces. In the case of the chromophore studied, the solvent vibrational motions that modulate the solvent polarizability may affect the solvent-solute interactions and will, in turn, cause a modulation of the chromophore electronic energy gap. A polarizability spectrum such as is obtained from Raman scattering or the Fourier transform of optical Kerr effect (OKE) measurements provides information about these vibrational modes. The OKE measurement is especially sensitive to low frequency intermolecular collective modes and is more useful in this frequency range than a conventional Raman spectrum.17,18

In addition to solvent-induced dephasing, chromophore intramolecular vibrations may also play a role in shaping echo signals5,19–22 In femtosecond photon echo experiments, the pulse spectral width (typically several hundred cm−1) is broader than low frequency molecular vibrational spacings. The optically active vibrational modes will be coherently excited upon optical excitation. The chromophore intramolecular vibrational modes are, however, usually left out in
data analysis, making interpretation of electronic dephasing somewhat ambiguous.

The purpose of this paper is two-fold. First, a detailed theoretical connection between the spectral density for optical dephasing induced by solvent fluctuations and the OKE measurement is made. The four Feynman paths contributing to the third-order polarization and finite pulse durations are included in photon echo signal calculations. Second, pump-probe transient waveforms and their Fourier spectra are used to obtain molecular vibrational information that is employed in the calculation of the photon echo signals. A pump-probe experiment directly measures the optically active vibrational modes involved in photon echo experiments. The broad spectral width of the same ultrashort pulse used in electronic dephasing measurements also generates vibrational coherences. The associated pump-probe response may show quantum beats reflecting vibrational modulation of the transition dipole moment. These oscillations provide information about vibrational frequencies in ground and/or excited electronic states, the relative potential displacements along the vibrational coordinates, and the vibrational dephasing time. Underdamped modes are used herein to model the oscillations observed in the pump-probe spectra, therefore, the chromophore’s vibrational motions.

The theory and numerical calculations are applied to two-pulse time-integrated and time-gated photon echoes of HICTI and HDITC in DMSO. It is found that solvent intramolecular vibrations play an important role in the solvent-induced electronic dephasing determined in two-pulse photon echo measurements. Furthermore, by including the chromophore’s vibrational contributions, the solvent-solute coupling extracted from the echo signals is about one third of that obtained by considering solvent effects only. The simulation of the spectral diffusion behavior and three-pulse photon echo dynamics of these cyanine dyes in various solvents will be reported elsewhere.

II. THEORY

The idea for a two-level chromophore interacting with the set of solvent oscillators (i.e., bath) is illustrated in Fig. 1a. Here, the vertical arrows depict interactions with the applied electric fields that occur at different times (i.e., with separation). The bath fluctuations couple differently to each of the two levels through interactions $h^{(0)}_{g}$ and $h^{(0)}_{e}$ for the ground and excited states, respectively. The bath fluctuations perturb the energies of each of the two levels differently and hence cause fluctuations in the transition energies. If such a fluctuation occurs during the time interval between the first two matter-radiation interactions, that particular two-level system (TLS) will evolve with an altered transition energy with respect to the value at the time of the first interaction with the pulse. Differences in the local solvent structures will also result in differences in the electronic transition energies of the TLSs in the ensemble. If the solvent structure about a TLS is maintained for the timescale of the measurement, i.e., a static energy shift, then the phase evolution of the TLS can be reversed by the photon echo pulse sequence. This results in the rephasing of ensemble coherence.

Figure 1(b) depicts a multi-level chromophore where each vibronic transition in the absorption spectrum has the same couplings (i.e., $h^{(0)}_{g}$ and $h^{(0)}_{e}$) to the bath. Here the width of the simulated absorption spectrum is broadened by these vibronic transitions while the photon echo response will be affected by the high Bohr frequency contributions to the phase evolution of the ensemble. Other complications that arise in the multi-level case include the displacement $D$ of the chromophore equilibrium position between ground and excited electronic states. Furthermore, several intrachromophore vibrational modes may have vibronic activity and have to be taken into account in the simulation of the nonlinear optical response. These issues will be addressed in the remainder of this section.

A. Photon echo signals and the model of material response function

In the case of two-pulse photon echoes, the time-integrated echo signal detected in the $2k_{2} - k_{1}$ phase matching direction is expressed as a function of time delay $\tau$ between the two pulses as

$$I(\tau) = \int_{-\infty}^{\infty} dt |P^{(3)}_{2k_{2} - k_{1}}(t, \tau)|^2.$$  \hfill (1)

By contrast, the time-gated photon echo is generated by focusing the photon echo signal and the up-converting pulse into a doubling crystal to generate the second harmonic. The intensity of the second harmonic signal is written as

$$I(t', \tau) = \int_{-\infty}^{\infty} dt |P^{(3)}_{2k_{2} - k_{1}}(t, \tau)|^2 |E(t - t')|^2,$$  \hfill (2)

where $t'$ reflects the independent time delay of the gate pulse.
FIG. 2. Feynman diagrams for two-pulse photon echoes. See the text for details.

The third-order polarization in a system with two electronic states and under the rotating wave approximation takes the form:

$$P^{(3)}_{2k_2-k_1}(t) = \int_0^\infty dt_1 \int_0^\infty dt_2 e^{-i\Omega t_2} \frac{1}{2}(R_1 + R_2) e^{-i\omega_{eg} \Omega t_3} \times \left[ E_2(t-t_3-\tau)E_3^\dagger(t-t_3-t_2)E_2(t-t_3-t_2-t_1-\tau) + (R_2 + R_3) e^{-i\omega_{eg} \Omega t_3} \right] \times E_2(t-t_3-\tau)E_3^\dagger(t-t_3-t_2-\tau)E_3^\dagger(t-t_3-t_2-t_1),$$

(3)

where $\Omega$ is the laser center frequency, $\omega_{eg}$ is the energy difference between excited ($|e\rangle$) and ground ($|g\rangle$) electronic states at the equilibrium positions, $E_i$ denotes the field amplitude, and $R_j$ represents the material response function.

The non-intuitive form for the response functions can be visualized using double-sided Feynman diagrams, as shown in Fig. 2. The applied fields and interactions with the system (both two-level and multi-level) are depicted by k-vectors $k_1$ and $k_2$. The signal field is denoted by $k_s$ satisfying appropriate momentum matching conditions (i.e., $2k_2 - k_1$). The time ordering of the interactions occurs with the first interaction at the bottom of the diagram and the signal field at the top. Response functions $R_2$ and $R_3$ allow for echo formation through polarization rephasing for positive delay times (i.e., $k_1$ before $k_2$) while $R_1$ and $R_4$ cannot form a true echo since rephasing is not possible.

The central issue in the calculation of Eq. (3) for a chromophore in solution focuses on modeling the material responses. Here we adopt the Yan and Mukamel model Hamiltonian.\textsuperscript{13} The Hamiltonian of a solute-solvent system, $H^T$, expressed in terms of the solute electronic state representation, is given by

\begin{align*}
H^T = & \langle g | [H^T_g(Q_s, Q_B, \mathbf{q}_B)] | g \rangle + \langle e | [H^T_e(Q_s, Q_B, \mathbf{q}_B) + \hbar \omega_0] | e \rangle \\
= & \langle g | [H_g(Q_s) + \hbar (Q_B) + H^t_e(Q_s, Q_B)] + \hbar W_{eg}^T | g \rangle + \langle e | [H_e(Q_s) + h (Q_B) + H^t_e(Q_s, Q_B)] + \hbar W_{eg}^T + \hbar \omega_0] | e \rangle.
\end{align*}

(4)

Here the nuclear and electronic degrees of freedom of the solvent are denoted by $Q_B$ and $\mathbf{q}_B$, respectively, while the nuclear degrees of freedom of the solute are denoted by $Q_s$. The 0-0 transition frequency of the isolated solute is given by $\omega_0$. The ground and excited Hamiltonians of the solute-solvent system, $H^T_g$ and $H^T_e$, are further partitioned into four parts - the isolated system ($H^m(Q_s)(m=e,g)$, the isolated bath ($h(Q_B)$), the coupling between the solute in the |$m$ electronic state and the nuclear degrees of freedom of the bath ($H^m_e(Q_s, Q_B)$), and the coupling between system electronic degrees of freedom and bath electronic degrees of freedom ($h W_{eg}^T$). The separation of the coupling energy into $H^m_e(Q_s, Q_B)$ and $h W_{eg}^T$ results from the assumption that the response time of the bath electrons to a change in the solute electronic state is short compared to any nuclear motions (Bohn–Oppenheimer approximation). The electronic-electronic coupling energy can be further averaged over bath electronic coordinates, $Q_B$, resulting in the expectation value $W_{eg}^T$.

The averaged electronic energy is defined as

$$\omega_{eg} = \omega_0 + W_{eg}^T - W_{eg}^B,$$

(5)

and to simplify the notation, $\overline{W_{eg}^T}$ is set as the energy origin (i.e., $\overline{W_{eg}^B} = 0$). The Hamiltonian is then written in the form

$$H^T = \langle g | [\hat{H}_g(Q_s, Q_B)] | g \rangle + \langle e | [\hat{H}_e(Q_s, Q_B) + \hbar \omega_{eg}] | e \rangle,$$

(6)

with

$$\hat{H}_g(Q_s, Q_B) = H_g(Q_s) + h(Q_B) + H^t_e(Q_s, Q_B),$$

(7)

$$\hat{H}_e(Q_s, Q_B) = H_e(Q_s) + h(Q_B) + H^t_e(Q_s, Q_B).$$

(8)

The energy gap between the two electronic states along the nuclear coordinates is defined using Eq. (6) as

$$U = \hat{H}_e(Q_s, Q_B) - \hat{H}_g(Q_s, Q_B) = \langle H_e(Q_s) - H_g(Q_s) \rangle + [H^t_e(Q_s, Q_B) - H^t_e(Q_s, Q_B)]$$

$$= \Delta H(Q_s) + \Delta H^t(Q_s, Q_B).$$

(9)

Here $\Delta H$ is defined as the difference between the excited and ground state Hamiltonians of the isolated system and $\Delta H^t$ as the difference of the coupling Hamiltonians.

The linebroadening function $g(t)$, which is a building block for all linear and nonlinear material response functions, can be written in terms of the average of $U$ and its correlation function\textsuperscript{12,13}

\begin{align*}
g(t) = & \frac{i}{\hbar} \lambda t + \int_0^t d\tau_1 \int_0^{\tau_1} d\tau_2 \langle U \rangle \\frac{d}{dt} g(\tau_2), \\
\lambda = & \langle U \rangle.
\end{align*}

(10)

(11)
\[ \langle U(t) U \rangle = \langle \Delta H(Q_S, t) \Delta H(Q_S, 0) \rangle + \langle \Delta h^{(0)}(Q_B, t) \Delta h^{(0)}(Q_B, 0) \rangle + \langle \Delta H(Q_S, t) \Delta H(Q_S, 0) \rangle + \sum_i (\delta c^i)^2 \langle Q^i(t) Q^i(0) \rangle, \tag{16} \]

where

\[ \Delta H(Q_S, t) = \exp(iH_g t) \Delta H(Q_S) \exp(-iH_g t), \tag{17} \]

\[ Q^i(t) = \exp[i(h^i + h^{(0)} g i) t] Q^i \exp[-i(h^i + h^{(0)} g i) t]. \tag{18} \]

The correlation function \( \langle U(t) U \rangle \) is governed by the system nuclear motions \([i.e., H_m(Q_S)]\) and the couplings between the system and solvent nuclear coordinates \([i.e., H_m'(Q_S, Q_B)]\). In the case that both electronic states are bound and the nuclear degrees of freedom of the system only undergo relatively small amplitude motions, \( H_m'(Q_S, Q_B) \) may be expanded around the equilibrium configuration of the system, resulting in

\[ H_m'(Q_S, Q_B) = h^{(0)}(Q_B, Q_B^0) + \sum_{n=1}^{\infty} h^{(n)}(Q_B) (Q_S - Q_S^0)^n \]

\[ = h^{(0)}(Q_B) + V_m'(Q_S, Q_B). \tag{14} \]

Here \( h^{(0)}(Q_B) \), evaluated at the solute equilibrium position, reflects the direct coupling of the bath nuclear motions to the solute electronic degrees of freedom and plays an important role in the electronic dephasing. \( V_m'(Q_S, Q_B) \), the sum of the higher-order terms of the Taylor expansion, represents the interaction between the bath nuclear motion and the system nuclear motion. This interaction induces vibrational and rotational dephasing and relaxation. In general, vibrational and rotational dephasing occurs much slower than electronic dephasing. Hence, in the treatment of photon echo signals, we neglect \( V_m'(Q_S, Q_B) \) and only focus on \( h^{(0)}(Q_B) \).

We consider an intuitively simple case where the bath consists of a set of harmonic oscillators representing the solvent instantaneous \(^{24-26}\) or optimal \(^{27}\) normal modes and the solute electronic states couple linearly to the bath coordinates, \(^{28-30}\) that is,

\[ h^{(0)}(Q_B) = \sum_i c_i(Q_B), \tag{15} \]

where the summation spans the bath normal modes. This is a good approximation for the induced dipole interactions where the interaction energy is linearly proportional to the solvent polarizability. The first nontrivial term in the Taylor expansion of solvent polarizability relative to the solvent nuclear coordinate is the linear term.

The electronic Hamiltonian, \( H_m \), defined in Eq. (8) in the present case contains only orthogonal terms with respect to \( Q_S \) and \( Q_B \). Therefore, the correlation function \( \langle U(t) U \rangle \) becomes

\[ \langle U(t) U \rangle = \langle \Delta H(Q_S, t) \Delta H(Q_S, 0) \rangle \]

\[ + \langle \Delta h^{(0)}(Q_B, t) \Delta h^{(0)}(Q_B, 0) \rangle \]

\[ + \langle \Delta H(Q_S, t) \Delta H(Q_S, 0) \rangle + \sum_i (\delta c^i)^2 \langle Q^i(t) Q^i(0) \rangle, \tag{16} \]

where

\[ \Delta H(Q_S, t) = \exp(iH_g t) \Delta H(Q_S) \exp(-iH_g t), \tag{17} \]

\[ Q^i(t) = \exp[i(h^i + h^{(0)} g i) t] Q^i \exp[-i(h^i + h^{(0)} g i) t]. \tag{18} \]

The first term on the right hand side of Eq. (16) is the contribution from the system modes which have Franck-Condon progressions along the optical transition (i.e., \( H_g \neq H_g' \)). If the excitation involves preparation of one or more vibrational coherences, quantum beats \(^{31-33}\) may be observed in the echo signal \(^{21}\) provided that electronic dephasing is slower than the recurrence of the quantum beats. In this case the quantum beat decay envelope would reflect the electronic dephasing time. On the other hand, if the electronic dephasing time is shorter than the recurrence of quantum beats, the decay of the observed echo may be influenced by phase interference between oscillations instead of phase disruption by the interactions with the environment. The second term on the r.h.s. of Eq. (16) is due to the coupling to bath nuclear motions. As mentioned in the Introduction, the OKE response can provide information about solvent nuclear motions that affect the optical dynamics. \(^{16,34}\) The solvent OKE signal and the chromophore pump-probe spectrum and their connection and contribution to the photon echo response are examined in the next two sections.

Finally, the linebroadening functions are used in evaluating the response function for the echo calculation. The echo response functions, evaluated using cumulant expansions to second order, have the forms

\[ R_1 = \exp[-g(t_3) - g(t_1) - f_+(t_3, t_2, t_1)], \tag{20} \]

\[ R_2 = \exp[-g(t_3) - g(t_1) + f_-^*(t_3, t_2, t_1)], \tag{21} \]

\[ R_3 = \exp[-g(t_3) - g(t_1) + f_-^*(t_3, t_2, t_1)], \tag{22} \]

\[ R_4 = \exp[-g(t_3) - g(t_1) - f_-(t_3, t_2, t_1)], \tag{23} \]

where

\[ f_+(t_3, t_2, t_1) = g(t_2) - g(t_3) - f_+(t_3 + t_2 + t_3), \tag{24} \]

\[ f_-(t_3, t_2, t_1) = g(t_2) - g(t_3) + f_-(t_3 + t_2 + t_3). \tag{25} \]

The linear absorption cross section can be calculated according to

\[ \sigma_A(\omega) = 2\omega \times \text{Re} \int_0^\infty \exp[-g(t)] \exp[-i(\omega - \omega_{cg}) t] dt. \tag{26} \]

### B. The relation between OKE and solvent-induced electronic dephasing

A principle objective of this paper is the rigorous evaluation of the linebroadening, hence response, functions using independently measured experimental information about solvent fluctuations. The OKE is a measure of the optically induced anisotropic polarizability response of a sample (i.e., off-resonant birefringence). The tensor element of the OKE response function of a pure solvent, written in terms of rotational motions and intramolecular and intermolecular vibrational coordinates (\( Q \), is given by

\[ \delta e^i = e^i - e^g. \tag{19} \]
\[ \chi_{abcd}^{(3)}(t) = Y_{0}^{2}(t) + \sum_{j} \left[ \frac{\partial \alpha_{ab}}{\partial Q_{j}} \otimes \frac{\partial \alpha_{cd}}{\partial Q_{j}} \right] \times \left[ \frac{i}{\hbar} (Q_{j}(t)Q_{j}(0) - Q_{j}(0)Q_{j}(t)) \right], \quad (27) \]

where

\[ Q_{j}(t) = \exp[i\hbar t]Q_{j}\exp[-i\hbar t]. \quad (28) \]

The OKE signal reflects the difference in two tensor elements,

\[ \chi_{OKE}^{(3)}(t) = \chi_{ZZZZ}^{(3)}(t) - \chi_{YYZZ}^{(3)}(t). \quad (29) \]

The first term on the r.h.s. of Eq. (27) is the correlation function of molecular orientations. The molecular orientational motions for simple liquids occur on a picosecond time scale. These motions usually cause a static environmental distribution on the femtosecond two-pulse photon echo scale. These motions usually cause a static environmental distribution on the femtosecond two-pulse photon echo scale.

The first term on the r.h.s. of Eq. (27) is the correlation function of molecular orientations. The molecular orientational motions for simple liquids occur on a picosecond time scale. These motions usually cause a static environmental distribution on the femtosecond two-pulse photon echo scale. These motions usually cause a static environmental distribution.

A comparison of Eq. (29), Eq. (27), and Eq. (16) suggests that the OKE response may describe the solvent-induced electronic energy fluctuations under the following conditions: (1) The solvent-induced electronic energy fluctuations result from the coupling to the solvent nuclear modes that modulate the solvent polarizability (i.e., \( \partial \alpha_{i}/\partial Q_{j} \neq 0 \)); (2) only the anisotropic part of the solvent polarizability modulates the chromophore electronic energy \( \chi_{ZZZZ}^{(3)} - \chi_{YYZZ}^{(3)} \neq 0 \); (3) the ground and excited state coupling constants are different (i.e., \( \delta \epsilon \neq 0 \)); (4) the coupling constants \( c^{e}_{i} \) and \( c^{e}_{j} \) are linearly proportional to the first derivative of the solvent polarizability with respect to the nuclear coordinates, such that

\[ (\delta \epsilon^{e})^{2} = N^{1} \left| \frac{\partial \alpha_{ZZZ}}{\partial Q_{B}} \otimes \frac{\partial \alpha_{ZZZ}}{\partial Q_{B}} - \frac{\partial \alpha_{YYZ}}{\partial Q_{B}} \otimes \frac{\partial \alpha_{YYZ}}{\partial Q_{B}} \right|. \quad (30) \]

where \( N^{1} \) is a proportionality constant; (5) the solute-solvent interaction, \( \hbar \epsilon^{(0)} \), is small compared to the pure solvent energy \( \hbar \epsilon^{1} \) - the evolution of \( Q_{B}(t) \) is then mainly governed by \( \hbar \epsilon^{1} \). In other words, the change of the solvent dynamics due to the presence of the solute can be neglected on the time scale of electronic dephasing.

A comparison of Eq. (29), Eq. (27), and Eq. (16) suggests that the OKE response may describe the solvent-induced electronic energy fluctuations under the following conditions: (1) The solvent-induced electronic energy fluctuations result from the coupling to the solvent nuclear modes that modulate the solvent polarizability (i.e., \( \partial \alpha_{i}/\partial Q_{j} \neq 0 \)); (2) only the anisotropic part of the solvent polarizability modulates the chromophore electronic energy \( \chi_{ZZZZ}^{(3)} - \chi_{YYZZ}^{(3)} \neq 0 \); (3) the ground and excited state coupling constants are different (i.e., \( \delta \epsilon \neq 0 \)); (4) the coupling constants \( c^{e}_{i} \) and \( c^{e}_{j} \) are linearly proportional to the first derivative of the solvent polarizability with respect to the nuclear coordinates, such that

\[ C_{PE}(\omega) = \int_{-\infty}^{\infty} dt (\Delta h^{(0)}(Q_{B}, t)\Delta h^{(0)}(Q_{B}, 0)) e^{i\omega t} = N(\omega) \left[ 1 + \coth \left( \frac{\hbar \omega}{2k_{B}T} \right) \right] Im[\chi_{OKE}^{(3)}(\omega)]. \quad (31) \]

Here we simply assume that \( N^{1} \) in Eq. (30) depends only on frequency but not on the particular type of mode. Using the spectral density of the solute solvent coupling, the solvent-induced linebroadening function, \( g_{B}(t) \), is given by

\[ g_{B}(t) = \frac{1}{2\pi} \int_{-\infty}^{\infty} d\omega \frac{1 - \cos(\omega t)}{\omega^{2}} C(\omega) + \frac{i}{2\pi} \int_{-\infty}^{\infty} d\omega \frac{\sin(\omega t) - \omega t}{\omega^{2}} C(\omega) + i\lambda t. \quad (32) \]

This, along with Eq. (31), describes the bath contribution to the optical dephasing spectral density and linebroadening function.

**C. Wavepacket picture of pump-probe spectroscopy**

The frequencies of oscillatory components observed in a pump-probe experiment and the Fourier spectrum give the underdamped vibrational frequencies involved in the optical excitation. The relative amplitudes and absolute phase angles of the oscillatory components in regular (i.e., wavelength integrated) and wavelength-resolved pump-probe spectra are used to assign the contributions of vibrational modes in the excited and ground electronic states of the chromophore. The theoretical background for this assignment can be visualized using the wavepacket picture.37,38 A brief discussion of the wavepacket picture of pump-probe spectroscopy is given in the following. The detailed results of calculations of phase angles and amplitudes will be shown elsewhere.39

The Feynman diagrams for the pump-probe processes in the two potential surfaces are similar to those given in Fig. 2, but are obtained by replacing first \( k_{1} \) (from the bottom of the figure) with \( k_{1} \), with \( k_{2} \). The evolution of a pump-probe process can be described by the independent propagations of bra and ket vectors on either the ground or excited potential surfaces in three time intervals, \( t_{1} \), \( t_{2} \), and \( t_{3} \). The pump and probe pulse durations determine the range of \( t_{1} \) and \( t_{3} \), respectively. The range of \( t_{2} \) is bound by the time delay (defined as \( \tau^{\prime} \)) between pump and probe plus-minus the pulse durations. The intensity of the signal is interpreted as the time-dependent overlap of the final bra and ket vectors. During \( t_{2} \), both bra and ket vectors for the processes resulting in stimulated emission (i.e., \( R_{1} \) and \( R_{2} \)) propagate on the excited electronic state. These two processes reflect the excited state vibrational dynamics in the pump-probe spectrum. By contrast, the bra and ket vectors in the resonant impulsive Raman \( (R_{3}) \) and the hole burning \( (R_{4}) \) processes move on the ground state potential surface during \( t_{1} \). The ground state dynamics are, therefore, projected out by these latter two processes.

When using pulses of 20 fs duration, the wavepacket propagation picture37,38 suggests that the amplitudes of the oscillations observed in stimulated emission are stronger than the respective ground state contribution for those under-
damped modes with vibrational frequencies less than about 500 cm\(^{-1}\). This is because the ground state vibrational wavepacket prepared by two interactions with the pump pulse does not develop much momentum in the excited electronic state before it is dumped back to the ground state. The propagation of a wavepacket in the ground state during time delay \(\tau'\) is then confined to a small region of the coordinate. The change of the final nonstationary ket and bra vector overlap with time delay is therefore small. By contrast, the excited state wavepacket probed by stimulated emission propagates comparatively large distances during \(\tau'\). The amplitude of the oscillation observed in stimulated emission is relatively large. If the frequency of a vibrational mode changes from the ground state to the excited state, one should observe stronger oscillations associated with the excited state frequencies than with ground state frequencies provided that the excited state vibrational dephasing time is long compared to the vibrational period.

The absolute phase angles of the oscillatory components are determined by the assumption that the signal can be represented by a sum of exponentially damped cosinusoidal functions,

\[
S_{PP}(\tau') = \sum_i A_i \cos(\omega_i \tau' + \phi_i) \exp(-\gamma_i \tau').
\]  

The wavepacket picture indicates that the initial phase angle, \(\phi_i\), of an oscillatory component in a wavelength-resolved pump-probe spectrum is determined by the average distances that bra and ket wavepackets propagate along the respective potential surfaces during \(t_1\) and \(t_3\). The average distances are, in turn, determined in a complicated way by the pulse duration, electronic dephasing, potential displacement, and laser detuning.\(^{40,41}\) The bra and ket wavepackets in the four pump-probe pathways propagate with different time orderings on different potential surfaces during \(t_3\) and \(t_1\), resulting in different phase angles. Therefore a measured phase angle can be an indicator about the processes which contribute to the oscillations.\(^{39}\)

D. The effect of chromophore intramolecular vibrational modes

The linebroadening functions corresponding to solute vibrational motions are evaluated using the analyzed pump-probe response. It was argued above that the chromophore vibrational motions can be treated as isolated oscillators on the time scale of electronic dephasing. The simplest case, also the case for HITCI and HDITC (see the result below), is an isolated harmonic vibrational mode with frequency \(\omega_i\), for both the ground and excited electronic states with potential displacement \(D_i\). The electronic energy difference along the nuclear coordinate, \(\Delta H(Q_s)\), is given by

\[
\Delta H(Q_s) = \hbar \omega_i D_i \left( Q_s^+ - Q_s^- \right). 
\]

The average of this energy difference, which equals half the measured steady-state Stokes-shift due to vibrational relaxation along this coordinate, is\(^{13}\)

\[
\lambda_i = \langle \Delta H(Q_s) \rangle = \frac{\hbar \omega_i D_i^2}{2}.
\]

The energy correlation function is given by

\[
\langle \Delta H(Q_s, t) \Delta H(Q_s, 0) \rangle = \left( \frac{\hbar \omega_i D_i^2}{2} \right) \left[ e^{i \omega_i t} \bar{m} + e^{-i \omega_i t} (\bar{m} + 1) \right],
\]

where \(\bar{m}\) is the Bose factor \(\bar{m} = \exp(\hbar \omega_i / kT) - 1\)\(^{-1}\).

Using Eq. (35) and Eq. (36), the linebroadening function, \(g_e(t)\), for each optically active vibrational mode becomes

\[
g_e(t) = D_i^2 \{ \bar{m} (1 - \cos(\omega_i t)) - 0.5 \exp(-i \omega_i t - 1) \},
\]

Oscillatory terms in the linebroadening function arise from vibrational coherence (i.e., impulsive) excitation. The magnitude of this oscillation is dictated by the displacement \(D_i\). For a solute with multiple vibrational modes, the final linebroadening function is taken to be the superposition

\[
g_e(t) = \sum_i g_e^i(t).
\]

The resulting superposition of oscillatory responses of incommensurate frequency modes can contribute to the decay of the measured optical coherence. The total linebroadening function used in simulation of photon echo signals and absorption spectra is the sum of Eqs. (32) and (38).

III. EXPERIMENT

The experimental apparatus has been described in greater detail elsewhere.\(^5,6,33\) The laser system used for the echo measurements and the k-vector diagram of the experiment are the same as in Ref. 9. The short pulse source is a home-built Kerr lens modeled Ti Sapphire laser\(^{42,43}\) that is of a unique cavity-dumped design and capable of producing 12–15 fs duration transform limited Gaussian pulses with 80–100 nm spectral bandwidth.\(^44\) Non-cavity dumped and cavity-dumped pulses are used for the data reported here. The 84 MHz or 100 kHz train of pulses is split into two beams with k-vectors \(k_1\) and \(k_2\) and an intensity ratio of 1:2, and are focused into a flowing dye jet of the chromophores HITCl or HDITC in DMSO. The optical density of the jet at the absorption center wavelength of the dyes is maintained at 0.3 or less. Pulse energies at the sample are 1–2 nJ. The diffracted photon echo signals in the 2\(k_2 - k_1\) and 2\(k_1 - k_2\) directions are detected with photomultipliers (Hamamatsu R928) or with a photodiode/preamp detector (Centronic), processed with a digital lock-in amplifier (SRS-850), and recorded for each 2 fs increment of a stepper delay line. The OKE data are obtained using non-cavity dumped pulses from a Ti-Sapphire laser that are 20 fs in duration and have 60 nm spectral bandwidth.

IV. EXPERIMENTAL AND NUMERICAL RESULTS

The numerical calculations involve evaluating Eq. (3) and require several types of input. The paradigm being de-
described in this paper is the use of the OKE spectrum as the spectrum of solvent fluctuations that result in optical dephasing. A second consideration involves estimating how much of the spectral evolution between absorption and emission steady-state spectra involves solvation or vibrational relaxation processes. Finally, the intra-chromophore modes that are coupled to the optical excitation coordinate must be taken into account.

The Stokes-shift of HITCI and HDITC in a range of solutions exhibit almost no solvent dependence. It is, therefore, assumed that most of the Stokes-shift is due to vibrational relaxation; the solvent-induced Stokes-shift is set into account. The electronic energy difference is modulated. By contrast, the solution coordinate in a conventional Brownian oscillator is assumed to be a displaced oscillator; both ground and excited states have the same oscillator frequency. In this case a displacement is necessary for modulation of the energy difference (i.e., $D_i \neq 0$; therefore $\lambda \neq 0$). Our model with $\lambda = 0$ can be thought of as a Brownian oscillator with different frequencies in the two states but without a displacement.

A. OKE spectral density

Figure 3(a) shows the imaginary part of the OKE susceptibility, $\text{Im} \chi^{(3)}(\omega)$, of DMSO that is measurable with a 60 nm laser spectral bandwidth. The frequencies of intramolecular vibrational modes are in good agreement with the Raman spectrum, while the relative intensities of the OKE to the Raman spectra reflect the anisotropy of each mode. The step size in the experimental OKE susceptibility is about 8 cm$^{-1}$. The polarizability spectral density, $C(\omega)$, of DMSO is shown in Fig. 3(b) and is calculated from the data of Fig. 3(a) using Eq. (31). The intensities of negative frequencies relative to those of positive frequencies in Fig. 3(b) satisfy detailed balance [see Eq. (31)]. Since the experimental data do not provide enough resolution to accurately describe the asymptotic behavior of $C(\omega)$ as $\omega \to 0$, the determination of $C(\omega=0)$ is somewhat arbitrary. However, as shown below, the simulated two-pulse echo signals are insensitive to the intensity of $C(\omega \leq 8 \text{ cm}^{-1})$. The intensity of $C(\omega)$ near $\omega = 0$ in Fig. 3(b) is calculated by the interpolation routine, point, with 5 data points around $\omega = 0$ (3 points at $\omega > 0$ and two points at $\omega < 0$).

B. Two-level system coupled to solvent bath

Numerical results that assume only solvent-induced electronic fluctuations are considered before including chromophore vibrations. Echo signals are calculated using the polarizability spectral density of the pure solvent to examine how well the spectral density alone can be used to fit the experimental data. Cho et al. and Vöhringer et al. had employed the spectral density of solvent intermolecular modes to model solvation and solvent-induced dephasing via energy fluctuations, respectively. The present numerical results are more accurate than those presented in Ref. 16 due to the more rigorous treatment of the finite pulse durations and the inclusion of all four response functions $R_1 - R_4$ rather than just $R_2$ and $R_3$.

The calculation of the echo signals was performed using two different integration routines. The three-fold integrals of Eq. (3) were calculated using a Monte Carlo integration routine (i.e., vegas). The real and imaginary parts of $I^{(3)}$ were integrated separately. The precision was set at 2% of the iterative calculated values. The integration over time $t$ in Eq. (1) was performed by the Romberg integration method.

Figure 4 shows the overlay of the experimental echo signal from HITCI in DMSO and the signals calculated using the intermolecular part of the DMSO spectral density [the intensity between $\pm 163 \text{ cm}^{-1}$ in Fig. 3(b)] with different values for the solvent-solute coupling parameter, $N$. Here we simply assume that $N$ is frequency-independent. As $N$ increases the peak shift and the width of the calculated echo decrease. Physically, increasing $N$ increases the amplitude of the electronic energy fluctuations, and therefore accelerates electronic dephasing. For a value of $N=3.4$, the width of the calculated echo signal is smaller than the experimental signal but the shift is still larger than the experimental one (18 fs vs 15 fs). Increasing $N$ will eventually cause the shift to decrease to 15 fs but the width of the calculated echo will become even narrower. This indicates that solvent intermolecular (i.e., collective) vibrational motions are not sufficient to fully account for the observed electronic energy fluctuations. Simulations using a frequency dependent coupling
$N(\omega)$, have not been performed to test the uniqueness of this conclusion.

Figure 5 displays calculated echoes using different ranges of solvent spectral density with the same coupling parameter $N=1.4$. The calculated time shift and width of the echo signal decrease significantly when the frequency range of the spectral density used increases from $\pm 163$ to $\pm 391$ cm$^{-1}$; the latter range includes the first set of solvent intramolecular modes. By contrast, the width and shift only change slightly when the range increases to include the other three intramolecular modes around 700 cm$^{-1}$ (see Fig. 3). The echo signal that is calculated using the full frequency range of the measured spectral density fits the experimental signal very well at positive time delay but deviates from experiment at negative delays. The “lump” in the experimental signal at the negative time is actually due to a thermal effect caused by the high repetition rate (84 MHz not cavity-dumped) pulse train interrogating the sample.$^{16}$ The intensity of this lump decreases when the sample flow rate increases or the pulse repetition rate decreases. The result shown here supports the conclusion drawn by the comparison in Fig. 4 that the solvent intramolecular modes play an essential role in shaping the two-pulse photon echo.

The linear absorption spectrum is calculated and compared to the experimental one in Fig. 6 using the full range of the measured spectral density of DMSO shown in Fig. 3 and using a value for the coupling parameter of $N=1.4$. Although the same set of parameters give a good fit to the echo signal, the calculated absorption spectrum is much broader than the experimental main peak. This result indicates that fitting the experimental two-pulse echo signal by solvent-induced broadening alone overestimates the solvent-solute interactions. The contributions from chromophore intramolecular modes should be taken into account.

C. Intra-chromophore vibrational modes

Figure 7 shows the pump-probe spectrum of HITCI in decanol and its Fourier transform (i.e., square-root of the power spectrum). The major components in the Fourier spec-
trum occur at 550, 500, 130, and 160 cm\(^{-1}\); these are assumed to be fundamental mode frequencies. The postresonant Raman spectrum shows three strong ground state modes at 550, 496, and 502 cm\(^{-1}\).\(^{49}\) The intensity of the 500 cm\(^{-1}\) mode in the Fourier spectrum in Fig. 7 is almost twice as large as that of 550 cm\(^{-1}\) mode. This is probably due to the overlap of unresolved 502 and 496 cm\(^{-1}\) modes. It is assumed that each of these two modes contributes to half of the intensity of the observed feature.

The assignment of the oscillatory components in the pump-probe spectrum to excited and/or ground state contributions is accomplished by addressing the following questions: (1) Do the vibrational frequencies of three strong Raman modes (i.e., 550, 502, 496 cm\(^{-1}\)) change in the excited electronic state? (2) If the frequencies change, will the oscillations with excited state frequencies be apparent in the pump-probe spectrum? The background discussion on the wavepacket picture of pump-probe spectroscopy presented in the theoretical section provides a perspective for answering these questions.

The singular value decomposition analysis\(^{33}\) of the data shown in Fig. 7 indicates that the amplitudes of the low frequency components are smaller than those of the three high frequency modes. There is no reason to believe from our studies\(^{6,33}\) and to our knowledge no suggestion made in the literature that the excited state vibrational dephasing times of HITCI are short compared to the ground state vibrations. These two conditions imply that the low frequency modes are not the excited state analogs of any high frequency ground state modes. Rather, it appears that the vibrational frequency change of all of the observed vibrational modes is small. For all subsequent calculations, it is assumed that all vibrational modes have the same frequencies in both ground and excited states.

The experimental Stokes-shift sets a limit on the sum of the potential displacements along each vibrational coordinate. The high frequency shoulder in the HITCI absorption spectrum was assigned to the vibronic transition associated with the 1300 cm\(^{-1}\) C-C backbone mode.\(^{50}\) The intensity of this shoulder indicates that the dimensionless displacement along this mode is at least 0.3. Including this mode, the total Stokes-shift of \(~400\) cm\(^{-1}\) sets a limit on the possible displacements for the 492, 502, and 550 cm\(^{-1}\) modes of about 0.3. The theoretical initial phase angles of the oscillations in the wavelength-resolved pump-probe spectrum are obtained using singular value decomposition of \(P(\omega)\) calculated by the wavepacket propagation formalism\(^{77,51}\) and the aforementioned frequency and displacement parameters. The calculated and experimental results are given in Table I. The good agreement between two sets of data provides self consistency to the assumptions that optically active vibrational modes can be described by displaced harmonic oscillators and the steady-state Stokes-shift mainly stems from intrachromophore vibrational relaxation as opposed to solvation. Also, the relative amplitudes of the 550 to 500 cm\(^{-1}\) features are similar to those in the pump-probe spectrum, provided that the intensity at 500 cm\(^{-1}\) has equal contributions from 502 and 492 cm\(^{-1}\) modes. The calculation of the phase angles of the two low frequency modes is complicated by the thermal population of higher vibrational states in each vibrational manifold resulting in hot-band transitions. The two low frequency modes are assumed to be displaced harmonic oscillators with displacements of 0.5 for each. The displacements are chosen to fit both the vibrational modulation in the pump-probe spectra and the width of the absorption spectrum.

### D. Consideration of intra-chromophore modes

When the intra-chromophore vibrational modes are included in the simulation as described in the previous section, the magnitude of the solvent-solute coupling parameter is chosen by fitting the absorption spectrum. Figure 8(a) shows the overlay of the experimental absorption spectrum of HITCI/DMSO and the spectra calculated using five intramolecular modes, i.e., 550, 500, 500, 130, and 160 cm\(^{-1}\), with the displacements given in the figure caption. The four curves represent four different ranges of spectral densities with different values of the coupling parameter \(N\). The calculated spectrum only fits the main peak because intra-chromophore modes with frequency much higher than 550 cm\(^{-1}\) (i.e., 1200 cm\(^{-1}\)) are not impulsively excited and therefore are not explicitly considered. The higher energy shoulder observed at 670 nm results from a C-C chain mode of 1300 cm\(^{-1}\) frequency discussed in the previous section.

Figure 8(b) depicts the calculated echo signals corresponding to each simulated absorption spectrum shown in Fig. 8(a). The echo response that results in the absence of solvent contributions is completely different than the other curves that include the solvent contribution; it shows a smaller shift and longer decay. By contrast, the large shifts displayed in the other curves that include the solvent contribution indicate that the solvent molecules provide a wide range of slow modulations (inhomogeneous environmental distributions) while the fast decays partially reflect the solvent-induced fast modulations. The calculated echo obtained using only solvent intermolecular modes displays a significantly broader echo width and larger peak shift than seen in experiment. This suggests that the polarizability spectral density associated with low frequency solvent intermolecular modes cannot describe the fast modulation reflected in the measured two-pulse photon echo response. The other two curves fit the experimental data reasonably well.

### Table I. Experimental and calculated phase angles of the oscillations in frequency-resolved pump-probe measurements of HITCI in n-decanol.

<table>
<thead>
<tr>
<th>(\lambda/\text{nm})</th>
<th>500 cm(^{-1})</th>
<th>550 cm(^{-1})</th>
</tr>
</thead>
<tbody>
<tr>
<td>720</td>
<td>11 (31)</td>
<td>32 (11)</td>
</tr>
<tr>
<td>730</td>
<td>87 (53)</td>
<td>86 (45)</td>
</tr>
<tr>
<td>740</td>
<td>118 (97)</td>
<td>105 (104)</td>
</tr>
<tr>
<td>750</td>
<td>161 (143)</td>
<td>169 (140)</td>
</tr>
</tbody>
</table>
For these two cases, the solvent-solute coupling parameter is reduced to 0.5. The results of Figs. 5 and 8 and the finite breadth of the measured solvent spectral density cannot be used to uniquely determine the range of solvent intramolecular modes that should be included in the simulation to fully describe the solvent-induced fluctuations. Nevertheless, the combination of simulated absorption spectra and echoes compared with the measured signals indicate that both solvent and chromophore intramolecular modes have to be considered.

Following the same calculation procedure, Figs. 9(a) and 9(b) show the experimental and calculated absorption spectra and echo signals of HDITC/DMSO, respectively. The experimental echo was obtained using cavity-dumped laser pulses of 10–15 nJ energies and 100 kHz repetition rate. The reduced repetition rate, hence reduced average power, eliminates any possibility of thermal grating formation in the flowing sample. The best agreement between the experimental and simulated signals is obtained using five displaced harmonic oscillators for the HDITC intra-chromophore vibrations and a solvent-solute coupling parameter of 0.5. The absorption spectrum of HDITC/DMSO is broader than that measured for HITCI/DMSO while the echo signal of the former is narrower than the latter. The differences in spectral widths are due to the different chromophore intramolecular modes but not to the solvent-solute couplings.

E. Time-gated echo simulations

Experimental measurements of the time evolving polarization response as opposed to the time-integrated polarization (i.e., conventional photon echo) response described above have recently been reported by this group and Wiersma’s group. The experiments create two controlled periods of evolution in an optical coherence; the system undergoes phase evolution or dephasing in the first period and rephasing in the second. Similar controllable periods of evolution are also obtained by fifth-order three-pulse scattering. Here, we calculate the time shift of the polarization response using the spectral density approach described above.

Figure 10(a) shows the time shifts of the time-gated echo peaks as a function of time delay, \( \tau \), between the first two pulses. The simulation is for a TLS coupled to the solvent bath for two different ranges of the bath spectral density;
V. DISCUSSION

There are several important points to draw from the comparison of simulation and experimental results presented above. First, the idea of using the OKE spectrum to construct the bath spectral density for optical dephasing has been put on a rigorous theoretical foundation and the approximations involved in its application have been clearly delineated. Second, it was found that the solvent intramolecular modes need to be included in the integrated and time-gated echo calculations to accurately obtain these responses simultaneously with the linear absorption spectrum. Third, the importance of including multiple chromophore vibronic transitions as part of the system was important in simultaneously simulating the same three measured signals. Fourth, the time-gated polarization response (i.e., echo) technique was shown to be a powerful method for distinguishing the form of the intermediate and high frequency solvent responses. These four points will be discussed at greater length in the remainder of this section.

A. Echo simulation with a measured spectral density

The clear advantage of the spectral density approach for the simulation of third-order nonlinear responses of chromophores in liquids over the analysis using a single or a finite number of Brownian oscillators (BO)\(^5,7,11,14\) lies in the access to an independent experimental measure of the liquid. A BO analysis does not have any a priori constraint into the number or physical nature of the oscillators. The BO approach, however, is flexible and versatile and can give insight into the form of the spectral density.

In the Brownian oscillator model used by Yan and Mukamel\(^12\) a displaced harmonic oscillator is used to describe the effective solvent motions that cause electronic dephasing. Each Brownian oscillator has an associated Stokes-shift, hence a parameter related to the magnitude of the fluctuations (i.e., proportional to coupling strength). In our case, the system-bath coupling is linearly proportional to the solvent nuclear coordinates. As long as the coupling coefficients for the ground state and excited state are different, the electronic energy is modulated. The model for optical dephasing presented in this paper also allows for the situation where the equilibrium position of the solvent nuclear motions might not change; that is, \(\lambda\) can be zero. In this case, fluctuations about a mean exist but no solvation (i.e., displacement from the mean position) would be involved.

A criticism of the OKE spectral density approach described in detail in this paper is that it assumes that the system-bath coupling can be described by a dispersion interaction.\(^11,52\) Symmetric dyes are well known for their large polarizability change on optical excitation without a change in the molecular permanent dipole moment due to equivalent resonance structures.\(^53\) The approach described here could be extended to allow treating dipole-dipole system-bath interactions through the far infrared (i.e., dipolar) spectrum of the pure liquid.\(^54\) We are currently examining chromophores that involve some change in permanent dipole moment on optical excitation to test the generality of this idea.

Another point that should be addressed is the appropriateness of using the depolarized portion of the liquid polarizability spectral density rather than the polarized Raman spectrum. Shuker and Gammon showed\(^55,56\) that the VH Raman spectrum, which is the frequency domain analog of the OKE spectrum, better reflects the calculated density of states.
of amorphous glasses. We assume that the depolarized spectrum better reflects the solvent correlation function relevant to optical dephasing (especially the intermolecular solvent spectrum) than the polarized spectrum due to the inherently low symmetry of the system-bath interaction. Clearly, computer simulations of the appropriate spectral density for optical dephasing would be useful for comparison with experiments. The “optimal normal mode” method recently developed by Voth’s group, which facilitates the calculation of time correlation functions in liquids, may be very useful for experimental comparison.

Although a frequency-independent coupling has been used in this paper, three-pulse echo measurements and simulations of the HDITC/DSMO solute-solvent system indicate that the spectral density shown in Fig. 3 is inadequate to simulate slow (i.e., picosecond timescale) spectral diffusion processes. Joo and Fleming have recently shown that slow, that is low frequency, contributions to the system-bath interaction cannot be accounted for by a simple BO analysis but a low frequency component must be added to the spectral density. We have recently shown with a rapid-scan OKE measurement over long times (to 25 ps delay) that even the OKE spectrum itself can significantly underestimate the low frequency region. The amplitude associated with very low frequencies, including liquid self-diffusion, are improperly determined from waveforms of insufficient duration. For mesitylene this difference was an order of magnitude in the range from 2–10 cm⁻¹.

B. Solvent intramolecular modes and optical dephasing

The systematic analysis of solvent contributions to optical dephasing presented above clearly indicates that rapid fluctuations of the bath contribute significantly to the two-pulse photon echo response. The measured spectral density for DMSO contains distinct spectral regions that are associated with solvent inter-molecular and intra-molecular motions. The effect of including these different spectral regions in photon echo simulations clearly indicates that the frequency region of the DMSO intramolecular motions are important for accurate comparison with experiment. These motions can be thought of as fast bath fluctuations. This finding is similar to the conclusion reached by Bardeen and Shank in the echo study of LD690 in n-alcohols. They attributed the fast response of LD690 in n-alcohol to the -OH group librational motion, which is inertial in character because it is the motion of individual molecules, but not to any collective solvent modes.

The magnitude of the solvent intramolecular mode induced fluctuations that a solute senses will depend on the number density of solvent molecules around the solute and the solvent-solute coupling strength. The intensity of the macroscopic measurement of the solvent polarizability response reflects solvent number density. This is why the only parameter left in “fitting” the experimental photon echo signal with simulated echo signals, which employ the spectral density obtained by OKE measurement, is the coupling parameter N. By contrast, the intermolecular collective motions are quite slow in the two-pulse photon echo experimental timescale, and their presence mainly causes the echo peak shift.

C. Solute intra-molecular modes

Both the Shank and Wiersma groups have pointed out the importance of including intra-chromophore modes in properly simulating the nonlinear optical signal. Our approach of using the pump-probe experimental result as opposed to low temperature hole burning spectra or cw-resonance Raman spectra to determine vibrational frequencies and displacements is unique. Although the cw-resonance Raman data can yield more precise results for frequencies and displacements, the pump-probe signal gives more self-consistent information about vibrational frequency changes on optical excitation. In the case that chromophores exhibit strong fluorescence, the pump-probe signal will have advantages over the resonance Raman. The analysis method employed here will be discussed in detail elsewhere.

Another interesting aspect of the comparison between simulation and experiment is that consideration of only intra-chromophore modes is not adequate for analysis of the two-pulse echo signals and absorption spectra. Similarly, bath fluctuations are necessary but not sufficient for accurate simulation. The effect of intra-chromophore modes is to cause an initial decrease in the magnitude of the system polarization through evolution of the vibrational superposition state; in the absence of the bath subsequent oscillations would be observed. The solvent bath acts as a dissipation on the vibronic coherence such that these subsequent quantum beats are not observed.

D. N(ω) and time-gated echoes

Frequency independent coupling was assumed in the analysis of time-integrated two-pulse photon echoes presented in this paper. The general validity of this assumption may be further investigated by comparison with the results of time-gated and three-pulse photon echo measurements and simulations.

The time-gated photon echo signals described in Eq. (2) show that the time-gated signal is a convolution integral between the modulus-square of the third-order polarization and the gate pulse intensity. The temporal shape of the third-order polarization can then be directly extracted by deconvolution with the gate pulse. Direct access to \( |P^{(3)}(t, \tau)|^2 \) more clearly enables the separation of slow and fast modulations (i.e., inhomogeneous and homogeneous broadening) of the electronic energy gap. The time-gating method will therefore be superior to integrated echoes for the elucidation of the optical dephasing spectral density. For instance, the simulation of the time-gated echo signal for different complexity in the system (two-level versus multi-level) and bath (low frequency spectral density versus large frequency range) seen in Figs. 10(a) and 10(b) demonstrates the sensitivity of the echo shape to the form of the bath. Significantly different peak time-shifts of the time-gated polarization response versus pulse separation \( \tau \) are obtained for different spectral ranges.
Three-pulse (integrated) echo signals, as discussed above, allow access to detection of the slow time-scale spectral diffusion response of the solute-solvent system. This is facilitated by propagating the system in an electronic population (i.e., both bra and ket vectors in the same electronic state) while the solvent continues to fluctuate. The lower frequency motions are then sampled during longer delays (defined as $T$) between the second and third system-field interactions. The three-pulse experiment is currently being employed to further test the fidelity of the polarizability spectral density to the measured dynamics of optical dephasing and the functional form of the coupling parameter. From experimental and simulation results to be reported elsewhere the spectral density and a frequency independent coupling employed here for two-pulse echoes do not completely describe the intermolecular solvent contributions to optical dephasing. The calculated signals give good fits to the experimental signals with the short delay time $T$ but start to deviate when $T$ is larger than 250 fs. The deviation implies that either the current OKE measurement does not provide an accurate spectral density in low frequency region or the coupling parameter strongly depends on the frequency.

VI. CONCLUSION

We have defined the conditions required for applicability of the polarizability spectral density approach to accurately reflect solute-solvent interactions as observed through the evolution of optical coherence. The bath and solute degrees of freedom that need to be taken into account for accurate simultaneous calculation of multiple experimental measurements were described in detail.

Time-gated three-pulse echo measurements and simulations are currently in progress to map out the frequency dependence of solvent-solute couplings, thereby yielding a form for $N(\omega)$. This effort will more clearly establish the limits of applicability of the physically appealing but perhaps overly simplistic polarizability spectral density model that is rigorously developed in this paper. The extensive amount of information about the bath dynamics causing optical dephasing obtained in these multi-dimensional experiments will provide a strong test for the realistic and accurate first principles simulation of solvent friction in solute-solvent systems. Also, further applicability of the approach using OKE or FIR spectral input will be tested by investigating other solute-solvent systems and through refined experimental techniques.

The ultimate goal of this work is to establish the correct spectral density, or correlation function, that describes solute-bath interactions in liquid media. The transferability of the optical dephasing spectral density to other chromophores (i.e., change $\lambda$ and $N(\omega)$ but maintain $\text{Im}[\chi_{\text{OKE}}(\omega)]$) is being examined. Our understanding of solute-bath interactions would benefit from first principles simulations that incorporate realistic aspects of the type of chromophore and bath described herein.
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The calculated echo signals are almost the same even if the intensity of $C(\omega=0)$ is increased by an order of magnitude.


